Sensitivity of conductance fluctuations to the addition of single elastic scatterers in mesoscopic GaAs/Al\textsubscript{x}Ga\textsubscript{1−x}As heterostructures
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We have studied magnetoconduction fluctuations in mesoscopic wires fabricated from GaAs/Al\textsubscript{x}Ga\textsubscript{1−x}As heterostructures. By photoionizing DX centers in the Al\textsubscript{x}Ga\textsubscript{1−x}As, we controllably alter the elastic-scattering configuration of our devices. A technique of conductance-fluctuation difference traces allows us to quantitatively study changes to the characteristic device fluctuations. The amplitude and temperature dependence of these conductance changes agree well with theory. We can also resolve switching events in device conductance due to the effect of adding a single scatterer.

A number of electron-transport effects involving quantum phase coherence have come to light in recent years. The phenomenon of “universal” conductance fluctuations (UCF) in diffusive mesoscopic systems, in particular, has led to many additional insights.\textsuperscript{1} (Diffusive electron motion occurs when the elastic-scattering length $l$ is much smaller than the sample dimensions.) An intriguing prediction of the theory is that the conductance of a phase-coherent system will be significantly changed by the movement of even a single impurity.\textsuperscript{2,3} Movement of a single elastic scatterer alters the quantum interference of all Feynman paths that visit the scattering site. This sensitivity to the position of a single impurity might open the way to utilizing conductance fluctuations as a microscopic probe of the defect dynamics of individual impurity atoms.

Evidence for the sensitivity of conductance to the motion of single scatterers is found in observations of two- and multilevel fluctuators in a variety of systems. Spontaneous switching events have been seen in the conductance of Si metal-oxide-semiconductor field-effect transistor devices,\textsuperscript{4} in very thin films of Bi (Ref. 5) and other disordered metals, in GaAs devices,\textsuperscript{6} and in extremely narrow (and hence nondiffusive) normal-metal constrictions.\textsuperscript{7} Other work in GaAs shows the production of a large number of distinct switches in a heterojunction after the application of a voltage pulse.\textsuperscript{8} Noise studies done on thin films of Bi demonstrate the effect of superposition of many switches.\textsuperscript{9} Much of this work can be understood in terms of conductance-fluctuation theory. Unfortunately, experimental control over, and detailed knowledge of, the impurity dynamics in those devices was generally lacking.

What we have accomplished is to controllably alter the elastic-scattering configuration in a diffusive mesoscopic device, and to test the single-scatterer predictions\textsuperscript{2,3} in a more quantitative and rigorous manner. The alteration of the scattering configuration is made possible by the existence of deep donor levels in Al\textsubscript{x}Ga\textsubscript{1−x}As, known as DX centers.\textsuperscript{10–12} These are in the Si-doped layer adjacent to the two-dimensional electron gas (2DEG) in our GaAs/Al\textsubscript{x}Ga\textsubscript{1−x}As heterostructures. A DX center in the ground state can be photoionized using sub-band-gap infrared (IR) light;\textsuperscript{11} this has the effect of adding an elastic scatterer to a heterojunction device. As discussed later, this is equivalent to moving an elastic scatterer or impurity, the situation treated by the theory.\textsuperscript{2,3} Once added, this extra scatterer remains fixed until the device is annealed to temperatures above 100 K.\textsuperscript{11} Thus there are no intrinsic impurity dynamics at low temperatures, so these devices are model systems in which to study single-scatterer effects.

We have carried out two kinds of experiments. In the first, we study the change in magnetoconductance after illumination with a fixed IR dose which adds $N$ scatterers. From this change we may determine both the amplitude and the temperature dependence of the rms conductance change $\delta G_1$, due to adding a single elastic scatterer. The second type of experiment involves the search for discrete conductance shifts due to individual ionization events, while the device is illuminated.

The rms amplitude for the conductance change $\delta G_1$ due to the movement of a single impurity atom by a distance $\delta r$ is predicted to be,\textsuperscript{3} at $T=0$,

$$\left(\frac{\delta G_1}{G}\right)^2 \approx \frac{e^2}{h} \left(\frac{\Omega}{N_{\text{f}} r^2}\right) a(k_F \delta r).$$

$N_{\text{f}}$ is the number of scatterers present in the sample, $\Omega$ is the area equal to $L \times W$, and $l$ is the elastic mean free path. $a$ measures the change of electron phase due to the motion of a scatterer, and saturates at unity for $\delta r > k_F^{-1}$. Our calculations indicate that $a \approx 1$ for our experiment, as discussed below. All of the ionized donors adjacent to the conducting layer contribute their electrons to the 2DEG; these ions are the dominant elastic scatterers,\textsuperscript{12} so $(N_{\text{f}}/\Omega) = n$. $n$ is the 2D electron density. The finite temperature result for the relative conductance shift ($\delta G_1/G$)$^2$ in a 2DEG device is

$$\left(\frac{\delta G_1}{G}\right)^2 = 2 \pi c^2 \left(\frac{e^2}{h}\right) R_\delta \left\{ \frac{1}{n l^2} \right\} \left\{ \frac{L_\phi^2}{L W} \right\} \left\{ \frac{L_T}{L_\phi} \right\}^2.$$
$L_\varphi$ is the phase-coherence length and $L_T \equiv (\hbar D/k_B T)^{1/2}$ is the thermal length. This equation includes the effects of thermal averaging and of classically adding conductance fluctuations from phase-coherent regions of the wire with $L, W > L_\varphi$. Finally, using $k_F = \sqrt{2} \pi n$ we obtain

$$\frac{\delta G_1}{G} = 2\pi C \left( \frac{e^2}{h} \right) R_0 \left( \frac{1}{k_F} \right) \left( \frac{L_T}{LW} \right).$$

(1)

The constant $C$ is of order unity\(^1\) and is determined from our UCF macroconductance data to be $C \approx 0.97$. The corresponding UCF amplitude is

$$\frac{\delta G_{\text{UCF}}}{G} = \sqrt{2\pi C} \left( \frac{e^2}{h} \right) R_0 \left( \frac{L_T}{\sqrt{LW}} \right).$$

(2)

Devices were fabricated by chemically etching a GaAs/Al\(_{0.3}\)Ga\(_{0.7}\)As heterojunction grown by molecular-beam epitaxy without an undoped Al\(_{1-x}\)Ga\(_x\)As spacer layer. The ~400-Å-thick Al\(_{1-x}\)Ga\(_x\)As layer was uniformly doped with Si at a concentration of $1 \times 10^{18}$ cm\(^{-3}\), and a 215-Å GaAs cap layer protects the structure. The elimination of the undoped spacer layer ensures that the devices have low mobility ($\sim 25000$ cm\(^2\)/Vs) and small elastic-scattering length $l \approx 0.4$ µm, so that they are in the regime of diffusive electron transport. A typical wire is 22 µm in total length between outer voltage probes and is 3 µm wide. Only the mesoscopic region is illuminated, since the leads are covered with a grounded metal IR shield. Electron concentration for devices cooled in the dark is $n \approx 9 \times 10^{11}$ cm\(^{-2}\), with sheet resistance $R_0 \approx 300$ Ω. Shubnikov-de Haas data indicate that only the first subband of the 2DEG is occupied. The thermal length $L_T \approx 0.8$ µm ($T^{-1/2}$), with $T$ in K. Low-field magnetoconductance data analyzed\(^4\) using weak-localization theory yields values for $L_\varphi \approx 2.6$ µm ($T^{-1/2}$) and for the spin-orbit scattering length $L_{SO} \approx 1.7$ µm. The $T^{-1/2}$ temperature dependence of $L_\varphi$ and its magnitude indicate that quasielastic electron-electron scattering\(^5\) is the predominant phase breaking mechanism in the temperature range 1.2-8 K studied. Data are presented below for two samples, A and B, which were fabricated from different wafers.

Calibrations for the rate of DX center photionization were made on large, unshielded Hall bar devices. Our infrared light-emitting diode (LED) had peak emission at 930 nm at 300 K. Measurement of the rate of change of the Hall voltage $V_H$ at a fixed magnetic field for a given LED current yielded a value for the rate of change of the electron concentration $n$ given by

$$(dn/dt) = -\left( n(V_H) \right) (dV_H/dt) \approx (1.0 \pm 0.2) \times 10^{-4}\text{m}\text{m}^{-2}\text{s}^{-1}\mu\text{A}^{-1}.$$ \nonumber

Recall that $n \approx 9 \times 10^{13}$ µm\(^{-2}\). Through IR illumination of our samples, we can randomly alter the microscopic scattering configuration at a controlled average rate.

Figure 1 shows magnetocoanductance traces at $T = 3$ K for sample A, (a) before and (b) after IR illumination which added $N \approx 25000$ scatterers to the device. The rms deviation of each trace from its average is just $\langle \delta G_{\text{UCF}}/G \rangle$. The magnetocoanductance measurement after illumination was repeated. Figure 1(b) displays the two “after IR” traces and their difference, labeled noise, which shows the total noise of the sample and the measuring system. The stability of this noise trace demonstrates that the scattering configuration of our device indeed remains fixed after IR exposure. We subtract the traces of Figs. 1(a) and 1(b) to obtain a “difference trace,” Fig. 1(c). By the ergodic hypothesis,\(^1\) the rms deviation of this difference trace from its average, taken over a magnetic field range large compared to the correlation field\(^1\) $H_C$, is $\delta G_N$. In practice we use $N \gg 1$ to obtain readily measurable changes and to reduce the fractional statistical uncertainty in $N$, of $N^{-1/2}$. We choose $N$ small enough, however, that $\delta G_N < \delta G_{\text{UCF}}$. $\delta G_1$ is then given by

$$\delta G_1 = \delta G_N / \sqrt{N},$$

(3)

which holds for the addition of $N$ random changes.

Figure 2 shows the temperature dependences of $\delta G_1$ and of $\delta G_{\text{UCF}}$ for sample B and the predictions of Eqs. (1) and (2). To obtain $\delta G_{\text{UCF}}$, the magnetocoanductance was measured at several temperatures. The device was then exposed to IR illumination in which $N \approx 2000$ elastic scatterers were added, and the UCF traces were remeasured. The difference traces were computed to obtain $\delta G_N$. The predicted temperature dependences of $\delta G_1$ and $\delta G_{\text{UCF}}$ are determined by $L_T$ and $L_\varphi$; each length is $\propto T^{-1/2}$. From the $\text{difference-trace}$ amplitude we find, for all of our measurements, that $(\delta G_1/G) \propto T^{(-1.0 \pm 0.2)}$; this agrees with the dependence in Eq. (1) of $(\delta G_1/G) \propto L_T/L_\varphi \propto T^{-1}$. The experimental UCF amplitude is $(\delta G_{\text{UCF}}/G) \propto T^{(-0.3 \pm 0.1)}$; this agrees with the $T^{-1/2}$ dependence in Eq. (2).

To examine the dependence of $\delta G_N$ on the number of
added scatterers \( N \) and to establish its magnitude accurately, we illuminated a device a number of times with a fixed dose of IR radiation and computed difference traces between all combinations of magnetoconductance curves. In Fig. 3, the square amplitude of the difference traces, \((\delta G_N/G)^2\), is plotted as a function of \( N \) for sample \( B \) at 2.5 K. Equation (3) gives \((\delta G_N/G)^2 = N(\delta G_I/G)^2\). Our data in Fig. 3 confirm this linear dependence; we find that \((\delta G_N/G)^2 \approx N(1.0 \pm 0.1)\). From the best linear fit in Fig. 3, we find \((\delta G_I/G)\) (experiment) \(= 6.7 \times 10^{-8}\), compared to a calculated value of \((\delta G_I/G)\) (theory) \(= 7.9 \times 10^{-8}\). In general we find agreement with theory to within 25% for the values of \((\delta G_I/G)\) determined in this way. The same data are displayed in a different manner in the inset of Fig. 3, which shows decreasing correlation between UCF traces as scatterers are added.

Decorrelation of the conductance-fluctuation traces (to a correlation coefficient of 0.5), and approach of \( \delta G_N \) to the value \( \delta G_{UCF} \), can be achieved through the addition of a sufficiently large number of scatterers, \( N_C \):

\[
N_C \approx (\delta G_{UCF}/\delta G_I)^2 = N_I (I^2/L_e^2).
\]

For sample \( B \) this gives \( N_C \approx 30,000 \) at \( T = 2.5 \) K, out of a background number of scatterers \( N_I \approx 60,000 \). \( N_C \) is larger in device \( A \). For \( N \approx N_C \), we do find both the expected decorrelation and the expected value of \( \delta G_N \).

It is possible to look directly at conductance changes during IR illumination, as individual DX centers are ionized. An example of such data for sample \( B \) is presented in the upper trace in Fig. 4, between the dashed lines; outside the dashed lines, there is no illumination. Several points are noteworthy. Theory predicts the rms value \( \delta G_I/G \); what is seen in our measurement is the distribution of conductance changes which results in this rms value. The vertical bar in Fig. 4 is the size of \( \delta G_I/G \) calculated from Eq. (1). Since this value is only a factor of 3 above the peak-to-peak noise, we expect a significant fraction of the smaller changes to be obscured by noise. The switching events evident in Fig. 4 are comparable in size to \( \delta G_I/G \). On average, ten such events should occur in the time indicated by the horizontal bar labeled “10 t” in Fig. 4. About one-third this many events can be resolved. We attribute this discrepancy to the large number of switching events which are concealed in the noise. The lower trace in Fig. 4 shows the conductance of the unilluminated device; it is stable, but shows some system noise.

A critical tenet of our analysis is that ionizing a DX...
center is equivalent to moving an impurity. There are two issues. First, does the added positive charge of an ionized DX center affect conductance fluctuations as would an impurity which changed position? Second, what effect does the electron added to the 2DEG by photoionization have on the quantum conductance? We begin with the first question. Ionized DX centers are the background elastic scatterers present in our heterojunctions. Photoinizing a DX center is equivalent to adding an elastic scatterer. The random potential which the conduction electrons see is modified; due to screening, this change of potential occurs over a relatively short distance, \( \approx 10 \) nm. Our semiclassical calculations show that electron phases along paths near the added scatterer are increased by \( > 2\pi \) because of the locally changed potential. In addition, the electron phases change due to the changed impurity configuration. In terms of the effect on electron phase, adding a scatterer to a device is therefore equivalent to moving an impurity by a distance \( \delta r > k_F^{-1} \). This is equivalent to the impurity motion treated by theory with \( \alpha = 1 \). A small decrease to the Drude conductivity does result from each added scatterer. This Drude term, however, is subtracted out in our difference-trace analysis. It does bias our data under IR illumination in the direction of decreased conductance, but is smaller than \( \delta G_1 \).

The second issue, the effect of the added electron, is more subtle. Each ionized DX center adds an electron to the 2DEG. The added electron increases the carrier density locally around the ionized donor. We conducted experiments to determine whether the conductance-fluctuation effects we observe could be due to the increase of the average electron density, rather than the localized potential changes discussed above. We studied a device, sample C, in which an electrical gate extends over the sample region. A gate voltage \( V_g \) was applied to uniformly change the electron density \( n \); the change is \( \Delta n \propto V_g^2 \). We find that the rms conductance change is \( \langle \delta G \rangle^2 \propto V_g^2 \propto (\Delta n)^2 \). This is consistent with predictions for the dependence on \( k_F \) of the quantum conductance.\(^1\) In the photoionization experiments, the increase in average electron density is given by \( \Delta n \approx N/LW \), with \( N \) the number of photoionized DX centers. For photoionization in samples A and B, we find, as expected,\(^2\) that \( \langle \delta G \rangle^2 \propto \Delta n \) (see Fig. 3). This different dependence on \( \Delta n \) proves that the conductance-fluctuation effects we observe for photoionization are due predominantly to the induced changes in the random elastic-scattering potential, and not to a change in \( k_F \). Thus photoionizing a DX center is fully equivalent to the movement of an impurity.

To summarize, we are able to alter the elastic-scattering configuration in a mesoscopic wire in a controlled manner. We have studied in detail the evolution of the characteristic magnetoconductance fluctuations brought about by the addition of scatterers, using a difference-trace technique. The results we obtained for the average conductance shift \( \delta G \); that results from adding a single scatterer to a device agrees well with theory both in its amplitude and in its temperature dependence. We are also able to resolve changes in the sample conductance due to the addition of a single scatterer.
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