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Joel David Chudow 

 
2014 

 
 
 

Carbon nanotubes are attractive candidates for diverse applications due to their unique 

electrical, chemical, thermal and mechanical properties. They also serve as a prototypical 

experimental system for verification of fundamental one-dimensional (1D) conduction 

models. For a 1D conductor, Luttinger liquid theory predicts collective electron 

excitations due to strong electron-electron interactions, resulting in a modification of the 

propagation velocity in the system. We present a high-frequency circuit model for an 

individual metallic single-walled carbon nanotubes and describe how studying the 

frequency-dependent terahertz (THz) absorption of the nanotube can probe this expected 

1D behavior. We report on measurements of THz absorption in a carbon nanotube, 

distinguishing between two response mechanisms: bolometric detection due to heating a 

nanotube with a temperature-dependent resistance, and the response due to non-thermal 

electrical contact nonlinearities. The effect of the contact nonlinearity is not significantly 

decreased at THz frequencies, allowing for analysis of the parallel contact capacitance to 

an individual nanotube. By exploiting this nonlinear detection mechanism, we excite and 

observe THz standing wave charge resonances along the length of a nanotube and test 

predictions of the Luttinger liquid model. 
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Chapter 1 

Introduction to Electron Transport in Single-Walled 

Carbon Nanotubes 

 

 

 

 

 

1.1 Reduced Dimensionality 

The past several decades have witnessed a technological drive for functional 

electronic devices that possess increased performance and affordability, often 

characterized by faster operation, lower energy consumption, cheaper fabrication, and 

reduced material usage. Electronic devices and integrated circuits have typically been 

miniaturized by shrinking the size of the features found in the latest processors. The 

scaling of the features in different dimensions can develop into two-dimensional (2D) 

sheets, one-dimensional (1D) lines, and ultimately zero-dimensional (0D) dot-like 

objects. However, if the wiring and features on chips begin to measure only a few tens of 

atoms across, the miniaturization process begins to confront fundamental challenges due 

to intrinsic material limitations. Unexpected behavioral shifts and functionality can 

emerge as the size shrinks from the macroscopic to atomic levels. The descriptions and 

governing laws of such systems cross over from the classical to quantum as quantum-

mechanical effects begin to appear. Phenomena which do not occur in 3D begin to appear 
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in these reduced dimensions; for example, the fractional quantum hall effect in 2D 

conducting planes, quantized conductance and spin-charge separation in 1D conduction 

channels, and Coulomb blockade and single-electron charging effects in 0D quantum 

dots. New developments in materials science and chemistry encourage this progress into 

the nanoscale size domain and introduce new objects to investigate that exploit these 

quantum effects rather than view them as obstacles. 

Our primary goal is to investigate the electronic properties of low-dimensional 

nanostructures, specifically probing the 1D nature of carbon nanotubes. To 

experimentally probe such fascinating phenomena, high-frequency measurement 

techniques are employed on nanofabricated devices at cryogenic temperatures.  

 

1.2 The Many Forms of Carbon 

Carbon, the sixth element of the periodic table, is an extremely versatile material 

which was known since ancient times. Carbon has experienced an interesting journey of 

discovery and usage over time. It can combine in a variety of manners yielding a family 

of stable crystalline structures possessing extremely varied mechanical and electrical 

properties. Amorphous configurations of carbon such as soot, ash, and charcoal have 

been known throughout history, even used by prehistoric artists. Allotropes of carbon, 

diamond and graphite, have been treasured since antiquity (Geim 2008). During the early 

eighteenth-century, it was found that the absorption of a certain substance into iron could 

produce steel. Towards the end of that century a trio of French scientists labeled that 

material as carbon and identified it as one of the fundamental elements (Wertime 1954). 
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In 1880, Thomas Edison utilized a carbon-fiber filament in his first incandescent light 

bulb, due to its ability to withstand high temperatures (Friedel 2010). The earliest 

published findings discussing hollow carbon cylinders were from Russian scientists 

Radushkevich and Lukyanovich in 1952 who used transmission electron microscopy 

(TEM) to image tubular structures measuring ~50 nanometers in diameter which were 

composed of carbon (Radushkevich 1952). However, since it occurred during the height 

of the Cold War, this breakthrough went largely unnoticed by Western scientists. As 

explained by Monthioux and Muznetsov, many other groups observed carbon nanotubes 

using TEM in the 1950s continuing through the 1970s, but at the time these structures 

were often understood as unwelcomed contaminants. Their formation was the result of 

processes focused on achieving other goals and these structures were subsequently not 

appreciated as an exciting new area of interest for potential further study (Monthioux 

2006). However, this began to change in the late 1980s, when Buckminsterfullerene, also 

known as a buckyball, was discovered (Kroto 1985). This zero-dimensional spherical 

fullerene molecule resembles the shape of a soccer ball and is composed entirely of 

carbon at each vertex, with the chemical formula C60.  In addition to new systems sought 

for study, this time simultaneously witnessed the development of new characterization 

instruments with the concurrent need of the semiconductor industry to reduce the size of 

integrated circuits.  

A major breakthrough in carbon research came in 1991 when Sumio Iijima 

synthesized multi-walled carbon nanotubes and carefully identified them as concentric, 

seamless carbon cylinders (Iijima 1991). Iijima’s discovery, combined with concurrent 

theoretical studies of the properties of carbon nanotubes (Hamada 1992, Saito 1992), 
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launched unprecedented interest into nanotubes and fueled intense research. Soon after, 

in 1993, two research groups located the first single-walled carbon nanotubes (Iijima 

1993, Bethune 1993), a single carbon sheet rolled into a tubule. The late 1990s and early 

2000s experienced an explosion of research into the unique mechanical, optical, thermal 

and electrical properties of these nanotubes that was motivated by a wide variety of 

proposed potential applications (Ajayan 2001). A significant shift in carbon research 

came in 2004 with the development of the mechanical exfoliation method for cleaving 

three-dimensional graphite, composed of stacked, loosely bound graphene sheets, into a 

single layer of graphene (Geim 2008). Figure 1.1 shows the family of stable crystalline 

structures possible from hexagonal carbon-carbon bonding. Two-dimensional graphene 

and one-dimensional carbon nanotubes have emerged as novel environments for the 

study of exotic fundamental physics and as attractive candidates for the development of 

innovative applications by exploiting their unique fascinating properties. 

 

1.2.1 Carbon Nanotubes 

Carbon nanotubes are hollow cylinders of hexagonally bonded carbon atoms with a 

diameter measuring about one to a few nanometers and possessing lengths up to several 

centimeters. The small circumference and long lengths give rise to extreme aspect ratios 

(Wang 2009). They possess incredible mechanical, electrical, thermal, and optical 

properties, making them attractive topics of study unto themselves and appealing 

candidates for potential application by a wide range of scientists and engineers.  
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Figure 1.1 – Carbon is an amazing element which can produce extremely versatile 
materials. Combining in a variety of different manners yields a family of stable 
crystalline structures possessing extremely varied mechanical and electrical 
properties which allow for the study of different dimensional behavior. From the 
two-dimensional (2D) graphene sheet, one can conceptualize forming a zero-
dimensional (0D) buckyball, a one-dimensional (1D) single-walled carbon nanotube, 
or three-dimensional (3D) graphite (adapted from Geim 2007). 
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Mechanically, the strong covalent carbon-carbon bonding, and low-density 

hollow structure, makes carbon nanotubes very stiff but also lightweight, earning them 

the title of “strongest synthesized material” known to date. Carbon nanotubes possess a 

large axial tensile strength and exceptionally high Young's moduli, in the terapascal range 

(Treacy 1996). Applications utilizing strong nanotube-based composites are already 

found in commercially available tennis rackets, bicycle frames, and structural aerospace 

elements to improve strength while not significantly contributing to weight.  

Carbon nanotubes have been explored as a future basis for high-frequency, low-

power, low-cost and flexible electronic devices as well as chemical and gas sensors 

(Endo 2008). Their chemically inert nature allows their structure to be physically 

unaffected by exposure to many substances. Their high sensitivity as chemical sensors is 

due to the fact that each carbon atom is on the outside of the nanotube, resulting in a very 

high surface area; the presence of even an additional individual molecule can lead to a 

significant and measureable impact on the nanotube’s properties.  

With the constant shrinkage of silicon transistor features in the semiconductor 

industry and the inherent associated difficulties, the advantages of self-assembled carbon 

nanotubes possessing superior electrical and thermal conductance are recognized. Top 

silicon chip manufacturers such as IBM and Intel have shown interest in replacing parts 

of modern computer chip circuitry, such as the interconnects or the transistors 

themselves, with nanotubes possessing widths on the order of one nanometer (Endo 

2008). As the electronic properties of carbon nanotubes are most relevant to this 

dissertation, in particular, those of single-walled carbon nanotubes, these attributes are 

deserving of closer attention and examination. 
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1.2.2 Electronic Band Structure of Carbon Nanotubes 

To understand the electrical properties of carbon nanotubes, one must begin from the 

physical and electrical properties that it inherits from its parent materials, graphite and 

graphene. As shown in Figure 1.1, graphite is composed of a three-dimensional stacking 

of single atomic layers of carbon atoms bonded to one another and arranged in a 

repeating network that form a hexagonal-honeycomb lattice structure in a plane one atom 

thick known as graphene. These two-dimensional graphene sheets are only weakly bound 

to one other, and it is possible to isolate a single layer of graphene using the mechanical 

exfoliation process (Geim 2008). Graphene is a hexagonal sheet of carbon atoms with a 

basis of two atoms. Each carbon atom possesses 6 electrons in a 1s22s22p2 configuration, 

where the two core electrons are strongly bonded to the nucleus, but the four valence 

electrons are only weakly bound. The energy difference between the atomic orbitals is 

small, allowing for these outer orbitals to mix with one another to form more 

energetically favorable bonds with neighboring atoms through special sp2 hybridized 

orbitals (Saito 1998). The three sp2 hybridized orbitals then form planar covalent sigma-

bonds with nearest neighbor carbon atoms situated 120 degrees apart, resulting in a very 

strong two dimensional graphene hexagonal physical structure. This is the origin of the 

cohesive mechanical structural properties of this system, resulting in the high Young’s 

modulus and mechanical applications mentioned earlier. A delocalized weak π-bond 

exists orthogonal to the plane, which explains the ease of separating graphite into 

individual graphene sheets. Simple variations in hybridization can lead to vastly different 

material properties. For example, diamond displays sp3 hybridization where each carbon 
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atom has four covalent bonds with neighboring atoms. Diamond is the hardest material 

known, is highly transparent, and possesses a low electrical conductivity, whereas 

graphite, by comparison, is dark in color, soft in form, and is a very good electrical 

conductor. In 1947, P.R. Wallace used the tight-binding method to determine that the 

electronic characteristics of a network of hexagonal carbon atoms form a 2D energy 

dispersion relation composed of two bands that join as cones at the edges of the Brillouin 

zone, thereby producing a zero-gap semiconductor (Wallace 1947), as displayed in 

Figure 1.3b.  

A carbon nanotube can be conceptualized as “wrapping up” a sheet of graphene 

into a seamless hollow cylinder, although the techniques to physically synthesize carbon 

nanotubes utilize a completely different process, as explained in Chapter 3. Rolling the 

sheet more or less “tightly” produces a nanotube with smaller or larger diameter. The 

crystal structure of a given nanotube is specified by the direction/angle that the sheet is 

“wrapped,” known as the chiral vector, given by 𝐶ℎ����⃗ = 𝑛𝑎1����⃗ + 𝑚𝑎2����⃗  where n and m are 

integers such that 0 ≤ |m| ≤ n, and 𝑎1����⃗  and 𝑎2����⃗  are lattice vectors of the carbon sheet, which 

connects the origin (0,0) to the vector head at the carbon atom specified by coordinates 

(n,m) (Saito 1998, Biercuk 2008, Ilani 2010) as shown in Figure 1.2. The (n,m) lattice 

indices uniquely describe the carbon nanotube structure and due to symmetry m need 

only satisfy 0 < m < n.  The resulting nanotube diameter is given by the length of the 

chiral vector divided by π and can be as small as 0.7 nm.  

The chiral angle, defining the nanotube’s helicity, can imply dramatically 

different electrical properties. The optical and electronic properties of a crystal come 

from understanding its energy dispersion relation, relating the energy and momentum of 
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Figure 1.2 – Chart illustrating the carbon nanotube chirality, diameter, and 
electronic structure resulting from rolling up a graphene hexagonal sheet along 
a chiral vector from origin to (n,m) index (adapted from Landi 2009). 

9



an electron in the system. The nanotube energy dispersion relation comes directly from 

considerations of the parent material, namely graphene. At the Fermi energy, located at 

the corners of the graphene Brillouin zone, the conduction and valence bands “touch” at 

what are referred to as Dirac points and the density of states vanishes. Hence, electrically, 

graphene is indeed a zero-gap semiconductor. For small momentum k around the Dirac 

points, the energy dispersion relation is linear with E = ℏvF k, where E and k are the 

energy and momentum measured from the center of the cone, and vF  ≈ 8 × 105 m/s is the 

Fermi velocity (Wallace 1947). Of the six Dirac points, only two, referred to as K and K’ 

points, are irreducible due to the two atom basis of the graphene structure and they are 

sufficient to consider for determining the electronic properties of graphene and 

nanotubes. Rolling the graphene into a tube imposes periodic boundary conditions on the 

electron wavefunction within the nanotube, resulting in quantization in the 

circumferential direction 𝑘⊥, where 𝑘⊥ = 2𝜋𝑛/𝐶, with C being the circumference of the 

nanotube, and n is an integer. This quantization cuts discrete slices out of the 2D Dirac 

dispersion of graphene highlighted in light blue in Figure 1.3c and 1.3d leading to a series 

of 1D subbands superimposed. If one of these subband slices intersects the Dirac point, 

the resulting nanotube will exhibit a linear dispersion relation and is said to be metallic; if 

not, the nanotube is semiconducting and possesses a section of its density of states at the 

Fermi energy that is zero, which displays an energy gap Egap inversely proportional to the 

cylindrical diameter, that is, 𝐸𝑔𝑎𝑝 ≈ 0.7𝑒𝑉/𝑑[𝑛𝑚] (Biercuk 2008, Ilani 2010). In 

general, a nanotube will be metallic if the (n,m) indices obey the relation n-m = 3q, where 

q is an integer, and is semiconducting otherwise. Thus, assuming no electron or hole 

doping, only one-third of a randomly distributed collection of nanotubes are expected to 
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Figure 1.3 – (a) Graphene sheet hexagonal structure highlighting two carbon atom 
unit cell. (b) Energy band diagram of graphene with six Dirac points at position 
inverted valence and conduction band cones meet. There are two irreducible K and 
K’ points in the Brillioun zone due to the two atom unit cell. (c) One possible 
metallic nanotube structure where carbon atom of hexagonal lattice is rolled to 
seamlessly occupy the position of another carbon atom with similar position. (d) A 
possible structure for a semiconducting nanotube where the atoms do not seamlessly 
match up. The quantization condition imposed by periodic boundary conditions 
overlaying the inverted cone Dirac point results  in different dispersion relations for 
the metallic and semiconducting cases: in the metallic inset the quantization slices 
(light blue) intersect the Dirac point, producing a nonzero density of states 
throughout and a linear dispersion relation, while for semiconducting, the 
quantization slices do not intersect the Dirac point and a band gap results (adapted 
from Ilani 2010). 

  

11



be metallic, whereas two-thirds will be semiconducting. However, this simple theory 

does not take into account perturbations due to mechanical deformations such as twists, 

strains, stretches and the overall tube curvature of the rolled graphene sheet. Due to such 

distortions, the carbon-carbon bonds parallel and perpendicular to the axis are slightly 

unequal, which will open a small bandgap in the continuous dispersion relation. Such 

deformations are unavoidable and always exist in real nanotube systems. Thus, truly 

metallic nanotubes are extremely rare, so that, in practice, small-bandgap nanotubes 

possessing gaps in the band structure around 10 to 100 meV are combined in the 

“metallic” labeled set (Biercuk 2008). This dissertation focuses on the properties of these 

more common “metallic” single-walled carbon nanotubes and they will be the assumed 

type of nanotube discussed in the subsequent text unless otherwise noted. 

 

1.2.3 Electron Transport in Carbon Nanotubes 

Electrical measurements of basic properties of carbon nanotubes are carried out by either 

running a direct or alternating current (dc or ac) through metal source and drain 

electrodes contacting both ends of the nanotube. Three-terminal conductance 

measurements can be used to determine the electrical properties of a metallic or 

semiconducting carbon nanotube. A field-effect transistor geometry is a configuration 

where the carbon nantotube is contacted by the two source and drain metal electrodes in 

the presence of a third nearby electrode not contacting the nanotube, commonly called the 

gate electrode. When utilizing a carbon nanotube in this geometry, the gate and nanotube 

act as two plates of a capacitor and the gate can capacitively influence the electrostatic 
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potential of the nanotube and electrostatically changes its charge density. A negative bias 

on the gate induces positive charges onto the nanotube, and a positive bias induces 

negative charges. Thus, electrostatic coupling of a gate voltage has the effect of shifting 

the energy of all the electrons so that one can tune the Fermi level into and out of the 

bandgap or through the Dirac point by applying a voltage to the gate as shown in Figure 

1.4. Ohmic electrical contact to the nanotube with degenerately-doped silicon wafers as 

the gate electrode separated from the nanotube by a high-k dielectric, a gate configuration 

referred to as a back-gate, affords a nanodevice that has been shown to perform on par 

with silicon transistors currently used in microelectronics (Saito 1998). At room 

temperature and below, semiconducting nanotubes exhibit a broad region of zero 

conductance since the bandgap energy is much larger than thermal energy, i.e.,  𝐸𝑔𝑎𝑝 ≫

𝑘𝐵𝑇, where the gate can turn the conductance on and off. In contrast, small-bandgap 

“metallic” nanotubes exhibit a modest dip in conductance near zero gate voltage but do 

not reach a full off state at room temperature, since the energy of the bandgap is 

comparable to the thermal energy, i.e., 𝐸𝑔𝑎𝑝~𝑘𝐵𝑇. In Figure 1.4, several transport traces 

of different nanotube devices are plotted with the source-drain conductance as a function 

of voltage applied to the back gate.  

More  details regarding the extraordinary nature of carbon nanotube electronic 

properties can be found in the literature. For example, metallic carbon nanotubes in 

theory can carry a current density up to ~ 109 A/cm2 (Yao 2000, Javey 2003), which is 

three orders of magnitude greater than copper, the metal commonly used as an 

interconnect in modern electronic devices. Semiconducting nanotubes can possess 

considerable on/off ratios of ~ 106 (Javey 2003) which makes them attractive as 

13



 

 

Figure 1.4 – Gate configuration for (a) back-gated (b) bottom-gated (c) side-gated 
nanotube device. (d) Typical conductance versus gate voltage plot for a “metallic” 
nanotube with Egap < kBT and small band-gap nanotube with a dip in conductance 
Egap > kBT and (e) typical conductance versus gate for semiconducting nanotube 
with complete turn-off in gap region. Insets shows zone-folded linear dispersion 
relation for ideal metallic nanotube (top) and semiconducting dispersion relation 
with energy gap (bottom). 
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replacements for transistors in circuits. Short length nanotubes can exhibit ballistic 

conduction. See Biercuk et al. (2008) and Ilani et al.(2010) for reviews of the surprising 

phenomena so far observed in these incredible systems. Beyond the impressive promise 

for potential technological applications and future nanoelectronics, individual carbon 

nanotubes also provide an intriguing and exciting laboratory for studying 1D electron 

transport physics and quantum mechanical phenomena which have no higher-

dimensional counterparts.  

 

1.3 One-Dimensional Nature 

Landau's Fermi liquid theory is an approximation that describes the behavior of low 

energy conduction electron excitations in metals as an independent electron model by 

substituting non-interacting quasiparticles for the interacting electrons. In physical terms, 

a quasiparticle can be thought of as a bare electron which is dressed in a screening cloud 

formed by the collection of all the other electrons from the Fermi sea. The result is a 

renormalized electron mass and an effective screening of the Coulomb interaction 

between the electrons in the many-body system (Landau 1957). The Fermi liquid model 

is extremely successful in explaining the properties of 3D conductors.  

However, the assumptions underlying this approximation no longer hold in 1D 

and the Fermi liquid model breaks down to reveal new and interesting phenomena. For 

instance, electrons in 2D and a low magnetic field are well described by this Fermi liquid 

model. At a higher magnetic field, the fractional quantum Hall effect can be observed, 

which requires the inclusion of electron-electron interactions. These excitations are 
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unlike bare electrons since they possess fractional charge. Unlike 3D systems, the effects 

of electron-electron interactions can transform a 2D electron system into a collective state 

of new quasiparticles under such extreme conditions. Such exciting collective behavior 

has been experimentally observed in graphene and other 2D electron gases (Bockrath 

1999b, Zhang 2006). 

Similarly, many intriguing phenomena of 1D electron systems, such as 

conductance quantization explained in the next section, can be explained in terms of non-

interacting quasiparticles. However, other dramatic effects are predicted due to weak 

screening in 1D by the electron cloud. The inclusion of the Coulomb interactions 

significantly modifies the picture of free electrons employed by the Fermi liquid model 

thereby necessitating an alternative paradigm. An interacting 1D electron gas instead 

forms a strongly correlated state known as a Luttinger liquid, where, in contrast to a 

Fermi liquid, the low-energy excitations are bosonic sound-like density waves, known as 

plasmons (Tomonaga 1950, Luttinger 1963).  

Probing such correlated effects of electron-electron interactions in physical 

systems has motivated the search for an experimental realization of a long, disorder-free 

1D wire. When the size of the physical structure of a conductor becomes comparable to 

the Fermi wavelength of an electron, the wave properties of the electron must be 

accounted for as described earlier. Narrow quantum wires have been fabricated using 

conventional techniques employing cleaved-edge molecular beam epitaxy (Auslaender 

2002). For a carbon nanotube, the diameter ~ 1 nanometer is on the order of the Fermi 

wavelength 𝜆𝐹 = 2𝜋/𝑘𝐹 ~ 0.75 nm (Dekker 1999). As previously discussed, the small 

diameter of a carbon nanotube confines the electron wavefunction and leads to 
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quantization in the circumferential direction. Single-walled carbon nanotubes are thus a 

truly 1D natural structure and offer a unique tangible laboratory to study electrons in 1D. 

The predictions of correlated electron behavior in carbon nanotubes treated as a 1D 

Luttinger liquid will be examined in Chapter 2 and are the main focus of this dissertation.   

 

1.3.1 Quantum of Resistance 

As nanomaterials approach small size scales, more complex descriptions of electron 

transport crossover between classical and quantum regimes are required. Classically, 

according to Ohm’s law, as the cross-sectional area of a conduction channel approaches 

zero, the device resistance will increase to infinity. Similarly, as the length approaches 

zero, the device resistance tends towards zero. However, experimentally, for an ideal 

conductor possessing a small number of conducting channels, the conductance tends 

towards a specific finite value known as the quantum of conductance, which is defined in 

terms of fundamental constants of the electron charge e and Planck’s constant h. Such 

quantum behavior occurs due to the fundamental impedance mismatch between the large 

number of modes in the macroscopic contacts over which the current is distributed and 

the limited number of electronic modes accessible in these individual channels. The 

Landauer formula incorporates this in its equation for conductance of a quasi-1D system, 

𝐺(𝐸) =
2𝑒2

ℎ 𝑀(𝐸)𝑇(𝐸) 

where M(E) is the number of modes and T(E) is the transmission probability of an 

electron at the Fermi energy, E (Datta 1995, Saito 1998). Fundamental contact resistance 
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comes from considering the current arising from the transmission and the Fermi-Dirac 

distribution of an electron injected from a macroscopic electron reservoir in 

thermodynamic equilibrium at a given electrochemical potential into a single ballistic 

quantum channel connected to another macroscopic reservoir transparent contact at a 

lower electrochemical potential (McEuen 1991).  

For metallic carbon nanotubes, there are two 1D subbands available for electron 

transport, see Figure 1.3a and b. These arise from the two irreducible distinct K-points 

and the initial factor of two in the Landauer formula that accounts for the spin degeneracy 

of spin up and spin down electrons in each subband. This yields four parallel channels, or 

a fourfold-degenerate 1D subband, contributing to the conductance. A transmission 

probability of unity, T(E)=1, results in ballistic conduction where the voltage drops only 

occur at the contacts as an electron enters from the 3D macroscopic metal contact to the 

1D conductor and emerges back out to the other 3D macroscopic metal contact. The 

resulting quantum conductance value of 𝐺𝑄 =  4𝑒
2

ℎ
 can be converted into a quantum of 

resistance for carbon nanotubes 𝑅𝑄 =  ℎ
4𝑒2

= 6.5 𝑘Ω (McEuen 1991, Biercuk 2008, Ilani 

2010). To achieve this fundamental lower limit for the impedance of a single nanotube 

device, one much create a device that is perfectly clean of defects, possessing Ohmic 

contacts, and be measured at low temperature. In comparison, typical microwave 

equipment is manufactured to have an impedance of 50 Ω and the impedance of free 

space is Zfs= 1/εoc ≈ 377 Ω, where εo is the permittivity of free space and c is the speed of 

light.  Thus, such a large intrinsic impedance results in very poor power transmission 

from any macroscopic system into a 1D system. This presents significant challenges for 
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electrical explorations of carbon nanotube devices and the measurement scheme that will 

be presented in Chapter 4. Additionally, further contact barriers in excess of this 

resistance quantum can form at the metal-tube interface and increase the contact 

resistance beyond this ideal value, as will be discussed next. 

 

1.4 Metal-Nanotube Interface 

A main source of excess electrical resistance beyond the fundamental quantum resistance 

of 6.5 kΩ occurs at the interface between the metal electrodes and the nanotube. There 

are several different potential sources for this contact resistance, Rc, in nanotube devices. 

Any type of impurity located at the contact interface, including processing residue or 

water molecules from air exposure, can impede electrical conduction. Careful cleaning 

and handling of the silicon substrate chip and nanotube devices throughout the many 

processing steps (as will be described in Chapter 3) can reduce this sort of contact 

resistance, but cannot be fully prevented or eliminated. These contaminates degrade the 

nanotube device performance by increasing their electrical resistance and can prevent 

some phenomena from appearing.  

Another type of contact resistance, known as a Schottky barrier, is more 

fundamental. This arises from the alignment of electronic states at the metal-nanotube 

interface (Biercuk 2008). Energy band misalignment between the metal electrode and the 

nanotube will result in a potential barrier. The height of this energy barrier depends on 

the metal electrode work function, the nanotube work function, and the nanotube energy 

gap. Due to their much larger band gap, semiconducting nanotubes exhibit a much higher 
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Schottky barrier than metal nanotubes. If the Fermi level of the metal contact lies in the 

middle of the nanotube band gap, then a Schottky barrier exists for both p- and n-types of 

conduction. When the Fermi energy of the metal electrode aligns with the nanotube 

valence band, a p-type contact forms, allowing holes to freely flow with no barrier; 

however, electrons will experience a large barrier. The type of conduction for nanotube 

device can be determined during fabrication depending on the metal chosen for the 

electrodes. High work function metals can lead to p-type conduction with the primary 

carriers as holes, whereas a low work function metal will lead to n-type contacts with the 

primary carriers as electrons.  

In addition to the metal work function, the surface chemistry of the metal selected 

can determine how successfully it wets and adheres to the nanotube. Due to the small 

contact area of the nanotube, it is extremely difficult for the metal atoms to fully cover 

the tubular structure of its surface, where, instead of a uniformly coated contact region, 

the deposited metal atoms can form nanoclusters covering the nanotube surface 

discretely, producing poor electrical coupling, or at an atomic level, a physical vacuum 

gap barrier can exist between the metal and nanotube resulting in a large series contact 

resistance. Many different electrode metals have been examined to obtain stable and 

robust low-resistance Ohmic contact to nanotubes. Palladium and platinum have similar 

large work functions but produce very different device characteristics in that palladium 

electrodes yield low-resistance Ohmic electrical contacts due to good wetting interaction 

(Mann 2003), while platinum yields high contact resistance devices attributed to its poor 

wetting properties (Chen 2005, Lim 2009). Other groups use graphitic interfacial layers 
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to act as a mediator between the metal and nanotube to improve the metal-nanotube 

interface overlap (Chai 2012).  

Additionally, the contact properties are highly sensitive to the environment and 

adsorbed dipoles can strongly shift the metal work functions. Different annealing 

processes, such as high-temperature thermal annealing of the entire device or electric-

current-induced local Joule heating, have been found to reduce the contact resistance due 

to heat-induced desorption of adsorbates on the nanotube surface or the relaxation of 

structural imperfections and the tunneling barrier at the interface (Malapanis 2011). Large 

contact resistances can produce interesting devices such as quantum dots or exhibit 

interesting behavior such as Coulomb blockade (Ilani 2010). For this thesis, the role of 

these interface effects will be significant as a possible explanation for the appearance of a 

zero-bias anomaly at low bias and low temperature, as will be discussed in Chapter 5.  

 

1.5 Electron Mean-Free Path in Nanotubes  

In addition to the effects of contacts on the nanotube resistance, scattering processes 

within the nanotube channel itself will also contribute to the measured resistance of a 

nanotube device. The Kim Group at Columbia University has examined the conductance 

of very long individual nanotubes with multiple contacts, allowing for measurements of 

several different length segments of the same nanotube, enabling a determination of the 

resistance per unit length (Purewal 2007). This also allows for the determination of the 

mean free path,ℓm, the average distance traveled by an electron in the nanotube before it 

is scattered. For a nanotube channel length L less than ℓm, the transport is considered 
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ballistic with an absence of scattering. For a channel larger than ℓm, the transport is 

diffusive and an electron will undergo many collisions in the conduction channel, and the 

conductivity depends on average only on the concentration of scattering events. A 

selection of the limited published data on high-quality individual carbon nanotube room-

temperature resistance is plotted on a single curve in Figure 1.5 showing the trend toward 

ballistic transport and long ℓm with a decrease in length. For non-unity transmission, 

within a diffusion regime of electron transport, the voltage drop will not only occur at 

contacts, but also over the length of the nanotube. The device two-terminal resistance is 

then given by:  

𝑅 =
1
𝐺 =

ℎ
4𝑒2

1
𝑇 =

ℎ
4𝑒2 +

ℎ
4𝑒2

𝐿
ℓ𝑚

+ 𝑅𝑐 

where G is the conductance, T is the transmission probability, L is the length, and Rc is 

the contact resistance. The first term is simply the quantum resistance, as described 

earlier. The second term gives the scattering associated with an electron as it travels 

through nanotube. These scattering events are typically triggered by other electrons, 

thermal lattice vibrations known as phonons, defects in the crystalline structure of the 

nanotube (including vacancies, substitutions, twists, strains or bends in the nanotube), 

electrostatic potential fluctuations resulting from trapped charges in the substrate oxide 

surface, adsorbates on the nanotube surface, or other impurities in the surrounding 

environment. The final term is the contact resistance as discussed in the previous section. 

Typical techniques for excluding contact resistance effects, such as four-terminal 

measurements, are not feasible for one-dimensional conductors since any electrode 

contacting the conductor will destroy its one-dimensional electrical nature; thus, only 
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Figure 1.5 – Length dependence of room-temperature resistance for individual 
single-walled carbon nanotubes in the literature. The published data follow a single 
curve corresponding to a resistance per length of 6 kΩ/µm for longer nanotubes and 
approaching the ballistic quantum resistance limit (Burke 2007). 

 

23



two-terminal measurements including the unavoidable contact resistance can be 

performed.  

At finite temperature or high-biases, electron-phonon scattering is significant. At 

room temperature, inelastic scattering with acoustic-phonons dominates, and the mean 

free path can be limited to a few hundred nanometers in semiconducting nanotubes and 

nearly a micron in metallic nanotubes. Theoretical work predicts long mean free paths for 

metallic nanotubes where the scattering of electrons is strongly suppressed (Ando 1998, 

McEuen 1999). With decreasing temperature, acoustic-phonon scattering is reduced and 

the mean free path increases, until reaching a constant value due to elastic scattering from 

impurities. At low temperature, ballistic transport has been experimentally confirmed in 

metallic nanotubes, and an electron mean free path as high as 10 micron has been 

reported (Mann 2003), and for semiconducting nanotubes a mean free path on order of 1 

micron has been observed (Purewal 2007). These values are exceptionally long when 

compared to conventional 2D electron gases or other materials such as copper or silicon. 

For the best metallic nanotubes measured at low temperature, there is an internal 

resistance per unit length, rint, of about 1 kΩ/µm (Purewal 2007).  

Nanotubes on substrates show strong elastic scattering; measurements on 

suspended nanotubes often show near-ideal transport characteristics, indicating that much 

disorder comes from interactions with the substrate. At large source-drain biases, 

electrons can accelerate to energies well above the Fermi energy and these hot electrons 

can scatter very efficiently by emitting optical and zone-boundary phonons. This 

scattering keeps any electron energy from exceeding the optical-phonon energy 

ℏ𝜔𝑜~160 𝑚𝑒𝑉 above the Fermi energy. This sets a limit on the maximum current of 
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𝐼𝑚𝑎𝑥~ 4𝑒2

ℎ
ℏ𝜔𝑜
𝑒

~25 𝜇𝐴 in most nanotubes since any electron possessing excess energy 

beyond that will rapidly emit a phonon (Yao 2000). The observation of this current 

saturation value is one method for determining that a nanotube device consists of an 

individual single-walled carbon nanotube. Polar optical phonons of the substrate have 

much lower energy, ~ 60 meV for SiO2 phonons, and can also be a means of energy loss 

for the electron system.  The excess energy created by the phonon emission can be 

substantial, significantly heating the nanotube. The heating of a nanotube by its internal 

resistance is central to the high-frequency bolometric detection mechanisms described in 

Chapter 5. 

 

1.6 Summary  

Carbon nanotubes exist at a pivotal intersection within the rich history of materials 

research engineering of carbon and the microelectronics industry. They present a plentiful 

treasure trove for scientific inquiry due to their unique properties offering extremely 

attractive potential for a wide variety of applications as well as providing an exciting test 

environment for interesting fundamental phenomena. Their electrical properties are 

remarkably distinct and these small molecules are truly one-dimensional electrical 

systems. It is this 1D nature that we aim to explore and probe in an attempt to verify a 

well-regarded fundamental model of electron transport in this reduced dimension. 

However, there are many challenges to such studies, including the quantum of resistance 

for traversing from 3D macroscopic leads to the 1D nanotube, the issues with establishing 

high-quality electrical contacts, as well as the many sources of internal scattering within 
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the nanotube. In the next chapter we discuss the motivation and background for probing 

the 1D nature of the nanotube system, and explain how we can actually take some of 

these seemingly insurmountable difficulties and exploit them for our advantage.  

 

1.7 Overview of this dissertation 

This dissertation consists of six chapters:  

In the first introductory chapter, we provided a brief historical context for the 

investigation of carbon nanotubes and present the elementary basis for to their 

composition, structure, and properties, with a particular focus on electronic 

characteristics as they are most relevant to this work. An understanding of carbon 

nanotube transport properties and their potential applicability in high-frequency devices 

provides the rational for our research. 

In Chapter 2, we explore novel phenomena that arise in one-dimensional 

conductors and motivate the principal aim of this work: measuring terahertz (THz) 

electrical transport in a carbon nanotube as means of probing its one-dimensional 

behavior.  

Chapter 3 describes breakthroughs in carbon nanotube synthesis mechanisms, 

device fabrication specifics, and highlights some of the challenges with regard to sample 

yield.  

The experimental techniques and measurement setup used in this work are 

discussed in Chapter 4. We also explain how the application of classical approaches, such 
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as Fourier Transform Spectroscopy with a carbon nanotube as the detector element, can 

reveal new phenomena.  

In Chapter 5, we discuss THz detection mechanisms and report on those observed 

in carbon nanotubes. We distinguish between the observed mechanisms at radiofrequency 

and at THz frequencies. A nonlinear response at THz frequency to determine an upper 

bound on the contact capacitance to a carbon nanotube is employed. 

Chapter 6 presents the observed THz spectral response of carbon nanotube 

devices and derives the propagation velocity of collective mode electronic excitations of 

a carbon nanotube. We obtain empirical values for the Luttinger parameter describing 

this one-dimensional system.  
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Chapter 2 

High-Frequency Luttinger Liquid Excitations in 

Carbon Nanotubes 

 

 

 

 

 

2.1 High-Frequency Applications 

Carbon nanotubes are an astonishing material possessing many remarkable properties 

making them attractive for numerous high-frequency electronic applications, as discussed 

in the previous chapter. The drive for faster integrated circuits manufactured at lower 

cost, consuming less material and possessing greater functionality motivates explorations 

of the performance and reliability of such novel nanomaterials at high-frequency. Carbon 

nanotubes may offer a potential solution for many of the issues plaguing the current 

materials employed in integrated circuits. Nanotubes can form the foundation for high-

speed nanometer technologies with large power savings combined with increased 

performance. Possessing widths on the order of one nanometer, semiconducting 

nanotubes can function as exceptionally fast transistors. Metallic nanotubes could be 

advantageous as extremely tiny interconnects, the wires that connect the transistors 

within a circuit (Burke 2004). They exhibit high current-carrying capacities and with 

nanometer-scale diameters can sustain such high currents without failing due to 
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electromigration. The speed of transistor operation can be faster as dimensions are scaled 

down. An important criterion for high-frequency performance is the RC time constant, 

the product of the circuit resistance R and circuit capacitance C. Despite the large 

fundamental impedance of nanotubes due to the resistance quantum, the small 

capacitances predicted for nanotube transistors would allow them to possess intrinsic RC 

frequencies above six terahertz (Burke 2004). The frequency dependent response of 

conventional metallic materials has been well studied; however, the high-frequency 

behavior of nanotube devices is not yet well understood. Theoretical models have been 

developed and some experiments have been performed to investigate the carbon 

nanotube’s ac conductivity. However, before delving into the high-frequency properties 

of carbon nanotubes, we first discuss predictions of their high-frequency behavior which 

reflect this system’s one-dimensional nature. 

 

2.2 Luttinger Liquid Theory  

Landau's Fermi liquid theory is successful in explaining the properties of 2D and 3D bulk 

conductors by treating low-energy elementary excitations of the interacting electron 

system as free quasiparticles that behave as non-interacting Fermions obeying Fermi 

statistics and possessing charge e and spin ½. Electron-electron interactions are limited to 

the Pauli exclusion principle. Repulsive Coulomb interactions are ignored due to their 

improbability given realistic electron densities in 3D materials. Physically, a quasiparticle 

can be regarded as a bare electron surrounded by a screening cloud of the other electrons 

from the Fermi sea. Although Fermi liquid theory describes conduction in bulk 3D 
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metals, the theoretical situation is altered as dimensions are reduced into systems where 

electrons are confined to channels that are the size of the electron wavelength. Such 

channels are effectively 1D for the electrons, and the repulsive Coulomb interactions are 

unavoidable because of the weak screening by the few other electrons. The Coulomb 

interactions dominate transport causing the electrons to behave in a highly cooperative 

way. Fermi liquid theory no longer applies and correlated electron phenomena become 

significant and must be accounted for. A theoretical treatment of conduction in 1D was 

first done by Tomonaga (Tomonaga 1950) and by Luttinger (Luttinger 1963) and later 

refined by others (Tarkiainen 2001). The interacting 1D electron gas forms a strongly 

correlated state known as a Luttinger liquid, where, in contrast to a Fermi liquid, the low-

energy spin and charge excitations are described as bosonic sound-like density waves of 

charge and spin, respectively known as plasmons and spinons. These are conceptually 

similar to phonons, which are also boson-like. The addition of a charge carrier to the 

system is considered an excitation of the entire bosonized Luttinger liquid state. Predicted 

hallmarks of this Luttinger liquid are a power-law dependence of thermal and electrical 

conductivity as well as spin-charge separation, where the charge and spin bosonic modes 

are separable and propagate at different velocities (Deshpande 2010). Due to their small 

size and low electron density, carbon nanotubes should be nearly ideal realization of such 

interacting 1D system and offer an excellent laboratory for testing such predictions of the 

transport behavior of Luttinger liquids. 

 

2.2.1 Power-Law Suppression of Tunneling 
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The power-law dependence expected for electron transport is a result of the fact that 

electron movement is constrained to only two directions along the length of the channel 

in a 1D wire. An electron tunneling into or out of a 1D wire will create a density 

perturbation forcing the other electrons to shift away in order to accommodate the 

tunneling electron. All the electrons to the left must shift by one-half the average inter-

electron spacing along the wire. Similarly, all the electrons to the right of the tunneling 

electron must shift away towards the right by an equal amount. Thus, there is an energy 

cost associated with disturbing the collective line of electrons on both sides of the 

tunneling electron. If the tunneling electron were instead entering from the end of the 

wire, a process known as “end tunneling,” and not from more centrally located in the 

wire, known as “bulk tunneling,” the large number of electrons must all shift away from 

the end by the entire inter-electron spacing. In terms of electron wavefunctions, the free 

electron-like quasiparticle is not a proper excitation of the Luttinger liquid, so the 

creation of an additional electron in the 1D system requires the wavefunctions of all the 

electrons in the liquid to be modified. This wavefunction transformation reflects an 

orthogonality catastrophe (Fisher 1996) and the tunneling density of states is thus 

severely suppressed in the presence of such Coulomb interactions. This is in contrast to a 

3D conducting system, where a tunneling electron will cause a less collective disruption 

of the Fermi sea of electrons by resulting in a quick redistribution of the electrons that are 

free to move around and rearrange themselves in all directions.  

Thus, due to this collective effect in 1D, there is a strong suppression of the 

tunneling rate for electrons entering a 1D channel around zero-bias, a feature known as a 

zero-bias anomaly (ZBA), while the tunneling rate into a conventional 3D metal at zero-
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bias should neither be suppressed nor enhanced. The zero-bias anomaly can be 

experimentally observed in the differential conductance, dI/dV, where I is the current and 

V the voltage, of a tunnel junction attached to a 1D wire. A minimum in the differential 

conductance around zero-bias, Vdc = 0, is predicted for a Luttinger liquid. The differential 

tunneling conductance obeys a power-law in voltage, 𝑑𝐼/𝑑𝑉 ∝ 𝑉𝛼, and the zero-bias 

conductivity follows a power-law in temperature for small finite bias, 𝐺 ∝ 𝑇𝛼 (Kane 

1992). These power-law dependencies have been predicted and measured for single-

walled carbon nanotubes with tunneling both into their end as well as into their bulk 

(Bockrath 1999, Yao 1999, Postma 2000). The seminal measurements of the Luttinger 

liquid state in carbon nanotubes were by Bockrath et al. (1999) who measured single-

walled carbon nanotube ropes contacted by metallic leads in two different geometries. In 

one case the metal electrodes were deposited on top of the nanotube, effectively ending 

the nanotube at the contact. (Electrons in the nanotube possess nearly zero probability of 

traveling within the nanotube while under the electrode, so any current will remain in the 

electrode until it must tunnel into the nanotube.) This is known as “end” contact because 

a tunneling electron tunnels into the “end” of the Luttinger liquid. Thus, the charging 

energy associated with this configuration is determined only by the length of the 

nanotube between the leads. Electrodes evaporated on top of the nanotube can be 

invasive and introduce barriers into the nanotube via damage during the lithography 

processing. The devices discussed later in this thesis are of this “end” type. The alternate 

configuration is where prefabricated contact electrodes are instead below a nanotube 

positioned on-top and the electrons are able to tunnel into any location of the nanotube. 

This is referred to as “bulk” contact and often results in a high contact resistance due to 
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weak coupling between the electrode and nanotube. Additionally, mechanical bending of 

the nanotube over the contacts may create successive quantum-dots within the nanotube 

and also contribute to a large resistance. The detailed nature of these contact barriers 

remains unclear, but they provide tunnel junctions even at high temperature.  

The exponent α quantifies the electron-electron interaction strength. These 

different values for tunneling into the end of the system or the middle of the system are 

related to an order parameter g, known as the Luttinger parameter, which quantifies the 

strength and sign of electron-electron interactions.  

𝛼𝑒𝑛𝑑 =
𝑔−1 − 1

4  

𝛼𝑏𝑢𝑙𝑘 =
𝑔−1 + 𝑔 − 2

8  

𝑔 = �1 +
2𝐸𝑐
δ𝐸

�
−12

 

where Ec is the electrostatic Coulomb charging energy of the system and δE is the mean 

orbital single-particle energy level spacing (Bockrath 1999). In the case of repulsive 

interactions g < 1, for noninteracting systems g = 1, and g > 1 for systems with attractive 

interactions, such as those in superconducting materials. Predictions have established the 

Luttinger parameter value to be g ~ 0.28 for metallic or heavily doped semiconducting 

nanotubes (Bockrath 1999). Relating α to g gives αend(theory) ~ 0.64 and αbulk(theory) ~ 

0.23, in agreement with the experiment on bundles of carbon nanotubes, shown in Figure 

2.1, which observes a power-law of the conductivity and temperature for both end and 
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Figure 2.1 – Previous reports observed a power-law dependence of the 
scaled conductance as a function of applied voltage and temperature for 
both bulk and end contacts to single-walled carbon nanotube ropes. The 
top figure shows the variety of power values obtained for the two different 
contact scenarios, bulk-contacted (crosses) and end-contacted (open 
circles).   The left log-log plot shows tunneling into the bulk with the 
nanotube ropes on top of the metal contracts (bulk contact), while the right 
plot shows a nanotube rope under the contacts (end contact). For both 
scenarios, the data taken at various temperature collapse onto a single 
curve which is consistent with Luttinger-liquid theory, but can also be 
explained by other phenomenon (adapted from Bockrath 1999). 
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bulk contacts with extracted αend ~ 0.5-0.7 and αbulk ~ 0.3-0.4. The authors conclude that 

these results show agreement with the predictions for tunneling into a Luttinger liquid.  

However, applications of the theoretical models can be strongly dependent on the 

system considered and the assumptions. Theory which includes Umklapp scattering 

yields an α = 1–2g and, if disorder is accounted for, one finds α = (1–g)/2 (Kane 1997). 

Also, the Luttinger parameter may be affected by the inhomogeneity of the system at the 

boundaries between a 1D Luttinger Liquid and 3D Fermi Liquid system, such as a 

nanotube and a metallic contact reservoir, creating a modified effective g parameter 

(Sandler 1998, Chamon 1997). Other experiments of crossed metallic nanotubes (Yao 

1999, Gao 2004) and kinked metallic nanotube observed similar bulk and end tunneling 

between 1D systems, and photoemission studies on nanotube bundles also attempted to 

extract the Luttinger parameter g (Ishii 2003), but it is very challenging to measure g 

without additional effects due to the contacts. Furthermore, the temperature, bias voltage, 

and gate voltage dependence of a random telegraph signal resulting from an electron 

between a semiconducting nanotube and a nearby defect were analyzed finding, a value 

of g < 0.2 (Tobias 2007). The various theories and previous experiments which have 

attempted to predict or measure g of nanotubes or other 1D systems are presented in 

Table 2.1. This variety in theoretical modeling for the expected power-law suppression of 

tunneling into a nanotube poses a challenge for definitively understanding the range of 

experimental results for studies of this type. 

These experiments have received varied reactions; some believe these are 

convincing demonstrations of collective Luttinger liquid behavior, while others consider 

them to only provide circumstantial evidence that may be explained by other means. 
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Other possible descriptions include dynamical Coulomb blockade theory or the possible 

presence of disorder, which can occur in highly resistive, conventional non-1D 

conductors and can also impede the spreading of charge due to tunneling electrons. The 

observed effect may also be due to a ZBA in resistive 3D leads. Dynamical Coulomb 

blockade, the interaction of tunneling electrons with their electromagnetic environment 

(Devoret 1990), is a leading alternative interpretation for the power-law behavior 

observed by Bockrath. This environmental quantum-fluctuation theory treats the 

electrodes and nanotube as conventional Fermi liquids and includes the Johnson-Nyquist 

noise due to the coupling of energy between an electron and its environment. These 

electric circuit fluctuations can induce effective repulsive interactions between electrons. 

However, the differences in the predicted tunneling power-law suppression of this 

effective environment effect and that of tunneling into a Luttinger liquid are difficult to 

differentiate (Sonin 2001, Jezouin 2013).  Furthermore, experiments on multi-walled 

carbon nanotubes (Bachtold 2001, Tarkiainen 2001, Yi 2003) yielded very similar results 

to the single-walled nanotube experiments, with a power-law observed for an 

unexpectedly wide range of biases and despite adjusted predictions (Egger 2001) of 

behavior for multi-walled nanotubes accepted as disordered multichannel wires 

(Mishchenko 2001). Thus, a host of possible explanations, only one of which is Luttinger 

liquid behavior, can be used to describe the observed power-law dependence of electron 

tunneling into carbon nanotube devices. 

 

2.2.2 Power-Law Measurement Results 
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As a part of this thesis work, the electrical conductance of individual single-walled 

carbon nanotubes was measured at various temperatures and plotted as in previous 

experiments. It is predicted that measurements of the conductance of a 1D system taken 

at different temperatures should collapse onto a single universal curve when scaled by the 

temperature raised to the α power and plotted versus the bias scaled by the thermal 

energy, kBT, where kB is boltzmann’s constant (Bockrath 1999). This was indeed reported 

and shown in Figure 2.1. We have examined several samples of different lengths, varying 

resistances (depending on intrinsic behavior as well as bias conditions), as well as contact 

geometries. All samples studied exhibit a ZBA at low temperature and low bias voltage 

and are intended to possess Ohmic contact rather than tunneling contacts. There are 

frequently two classes of samples: those with a moderate ZBA where there is a relatively 

small increase in resistance around zero-bias, as shown in the inset of Figure 2.2a, or 

those with a very pronounced ZBA where there is an increase in the resistance by at least 

an order of magnitude around zero-bias, as shown in the inset of Figure 2.2b. The scaled 

conductance G/Tα of two devices, one from each of these categories, plotted as a function 

of eV/kBT, is shown in Figure 2.2a and 2.2b. Despite the sought after Ohmic contacts of 

our devices, we follow the power-law scaling approach of Bockrath to examine if this 

ZBA feature is a possible reflection of Luttinger liquid behavior in our individual single-

walled carbon nanotube samples. We find α values of 0.2 and 0.5 for the two devices 

shown, corresponding to g values of ~0.6 and ~0.3. This second value is close to the 

theoretical prediction and corresponds to a device with a more extreme increase in 

resistance around zero bias. This may make this sample more fitting with the assumed 

electron tunneling behavior into the nanotube, but may also just be a reflection of poor 
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Figure 2.2 – Plots of the scaled conductance as a function of eV/kT for two different individual carbon 
nanotube end-contacted devices at varying temperature. The inset shows the shape of the zero-bias 
anomaly (ZBA) that develops as the temperature decreases characterized by an increase in the 
differential resistance around zero bias. (a) shows a device exhibiting a moderate ZBA with only a small 
increase in resistance around zero bias while (b) shows a device with a very dramatic ZBA. The scaled 
conductance can be fit with a power-law dependence on eV/kT with varying values of α for these 
dramatically different devices studied; for these two devices this corresponds to g values of ~0.6 and 
~0.3. The lower value is closer to the theoretical prediction and corresponds to a device with likely 
poorer electrical contact. (c) Differential resistance of an individual carbon nanotube device at low 
temperature as a function of bias current at various gate voltages showing that the choice of applied 
gate voltage can alter the shape of the zero-bias anomaly and thus the power-law exponent. This would 
indicate that the ZBA is a contact effect not simply related to Luttinger liquid behavior. The diversity of 
shapes for the ZBA and corresponding collection of power-law fits highlights the difficulty in using this 
method as a means of demonstrating Luttinger liquid behavior in carbon nanotubes.    
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electrical contact. We find a wide-range of values for α, from 0.1 to 0.8, for the 

individual single-walled carbon nanotube devices studied ranging in length from 1 to 5 

µm yielding a variety of corresponding g values for this system. Furthermore, as shown 

in Figure 2.2c, the choice of applied gate voltage for single-walled nanotube devices can 

alter the shape of the ZBA and thus the power-law exponent to describe this behavior. In 

addition, an asymmetry between positive and negative bias can be seen, indicating the 

complex nature of the contacts with contributions beyond only electron-electron 

interactions, which would be expected to be symmetric, as the origin of this behavior. 

Thus, the collection of varied results ascribed to several possible explanations, reported in 

the literature and from our work, maintains the puzzle of Luttinger liquid behavior 

physics in carbon nanotubes an open question and require a direct method of measuring 

the Luttinger parameter within an individual carbon nanotube. 

 

2.2.3 Plasmon Velocity 

Another signature of the correlated behavior of electrons when confined to one dimension 

is the phenomenon of spin-charge separation. The electron system supports collective 

excitations of waves of electron charge density and distinct uncharged waves, often 

referred to as waves of electron spin density, which propagate with two different 

velocities (Burke 2002). This manifestation of spin-charge separation has been 

experimentally observed using a technique of momentum-conserved electron tunneling 

between parallel nanowires (Auslaender 2005), and also in measurements on an 

electrostatically gated 1D system, which report observation of spin-charge separation and 
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the predicted power-law suppression of tunneling into the 1D system (Jompol 2009). As 

we will see, the propagation characteristics of the charge-carrying excitations in 1D 

systems, termed plasmons, are dependent on the strength of the electron-electron 

interactions. These waves are predicted to travel at a propagation velocity of charge 

transport vp= vF/g, where for carbon nanotubes the Fermi velocity is vF =  8 × 105 𝑚/𝑠. 

The spin transport velocity for the uncharged excitations is expected to simply be the 

Fermi velocity vF. Thus, since g < 1 for repulsive electron-electron repulsion, the 

plasmon velocity is predicted to be faster than the Fermi velocity. An experiment to 

measure these different propagation velocities in an individual single-walled carbon 

nanotube using time-domain measurements only observed propagation at the Fermi 

velocity (Zhong 2008). Recent work has also endeavored to further the description of 1D 

quantum fluids by going beyond the low-energy limit of the Luttinger Liquid paradigm 

(Ngai 2011, Imambekov 2012). In the work described in this thesis, we attempt to 

advance this understanding of the Luttinger liquid behavior of carbon nanotubes by 

measuring the faster plasmon charge mode velocity utilizing a model of a nanotube as a 

high-frequency transmission line.  

 

2.3. Transmission Line Model of a Carbon Nanotube 

A transmission line model of a single-walled carbon nanotube was first proposed by 

Bockrath (Bockrath 1999b) in 1999, and detailed predictions were presented by P.J. 

Burke in 2002 (Burke 2002). The main consequences of treating a nanotube as a 

transmission line are the presence of the expected transmission line properties, including 
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phase velocity vp and characteristic impedance Zo. Burke carefully derived the relevant 

values for a single-walled carbon nanotube transmission line. Others have tried to 

determine them experimentally through challenging measurements (Ilani 2006, Plombon 

2007). 

 

2.3.1 Transmission Line Model 

The basis for understanding the high-frequency properties comes from considering a 

single-walled carbon nanotube with a diameter d separated a distance h from a nearby 

ground plane. This is a typical transmission line configuration. The presence of the 

ground plane (conducting substrate) prevents long-range Coulomb interactions for 

distances greater than the screening length 2h. A single conduction channel can be 

modeled with the effective circuit given in Figure 2.3a as an infinite series of distributed 

parallel inductances and capacitances. Included in this equivalent circuit model, in 

addition to the typical electrostatic capacitance, CES, for a wire and a ground plane, and 

the standard magnetic inductance, LM, there is a quantum capacitance, CQ, accounting for 

the energy needed to add an extra electron to the nanotube, as well as a kinetic 

inductance, LK, accounting for the kinetic energy stored in the motion of the nanotube 

charge carriers. This theoretical model of a transmission line is consistent with Luttinger 

liquid theory, which describes the interacting electrons in a 1D system. We begin by 

investigating each of the relevant parameters included in this distributed model of a 

carbon nanotube transmission line. 
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2.3.2 Electrostatic Capacitance 

The electrostatic capacitance CES per length between the nanotube and the ground plane 

can be calculated by computing the capacitive energy, the stored electrostatic energy. It is 

important to note that the effects of electron-electron interactions are included in CES. 

Following the treatment in Burke, the electrostatic capacitance per unit length, CES, of a 

long conducting cylinder of diameter d separated from a ground plane by a dielectric of 

thickness h and dielectric constant ε is approximated by 

𝐶𝐸𝑆 ≈
2πε

ln�ℎ𝑑�
. 

For silicon dioxide ε = 3.9 and for a nanotube of diameter d = 2 nm, and a typical 

dielectric thickness of 100 nm, we estimate the electrostatic capacitance per unit length 

CES ≈ 50 aF/µm (Burke 2002).  

 

2.3.3 Quantum Capacitance 

The quantum capacitance per unit length CQ results from the finite energy needed to add 

an extra electron to the 1D system due to the quantized energy levels possessing a limited 

number of states. Adding an electron to a classical (three-dimensional) electron gas of 

large volume costs a negligible amount of energy. In contrast, for a quantum electron gas, 

one can only add an electron to an available quantum state above the Fermi energy as a 

result of the Pauli exclusion principle. Such an addition has an energy cost associated 

with it. Equating the quantization of the 1D system’s energy levels to the quantum 
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capacitive energy yields an effective quantum capacitance (Burke 2002). For a 1D system 

with a linear dispersion relation, such as a nanotube, the single-particle energy level 

spacing is δ𝐸 = 𝑑𝐸
𝑑𝑘
δ𝑘 = ℎ𝑣𝐹

ℓ
, and equating it with the quantum capacitive energy 

(including spin degeneracy):  

δ𝐸 =
ℎ𝑣𝐹
ℓ =

2𝑒2

𝐶𝑄
 

where e is the electron charge, h is Plank’s constant, 𝑣𝐹 is the Fermi velocity, and ℓ is the 

length of the 1D system. We can solve for CQ to obtain a capacitance per unit length of: 

𝐶𝑄
ℓ =

2𝑒2

ℎ𝑣𝐹
≈ 100𝑎𝐹

𝜇𝑚
 

CQ  is only related to fundamental constants and the Fermi velocity of the nanotube. This 

value was experimentally confirmed by Ilani et al. (Ilani 2006) with measured values of 

the total capacitance ~100 aF/µm per channel. Comparisons to analytical and numerical 

models were performed by Liang et al., who found good agreement (Liang 2008). The 

electrostatic  capacitance and quantum capacitance are in series, as shown in Figure 2.3a. 

In bulk metallic conductors 𝐶𝑄 ≫ 𝐶𝐸𝑆 (the quantum charging energy is small), so the 

electrostatic capacitance dominates. However, in reduced dimensions, such as a nanotube 

over a ground plane, due to the low density of states, the quantum capacitance is 

comparable in magnitude to the electrostatic capacitance. The quantum capacitance can 

be thought of as accounting for the intrinsic charge storage, whereas the electrostatic 

capacitance accounts for the electric field (Wong 2011) and both the electrostatic and 
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Figure 2.3 – (a) Circuit diagram of a quantum channel as a nanotransmission line with distributed 
magnetic LM and kinetic LK inductances with parallel distributed quantum CQ and electrostatic CES 
capacitances. (b) Circuit model of a single-walled carbon nanotube with noninteracting electrons 
composed of four quantum channels in parallel. The lack of CES is equivalent to neglecting the electron-
electron interactions. Note that the magnetic inductance is ignored since the kinetic inductance dominates 
for a carbon nanotube as explained in the text. (c) Circuit model for interacting electrons in a single-walled 
carbon nanotube where CES couples the four channels. Considering applying an ac voltage to this line 
leads to four fundamental excitations: one common mode which carries a net current (plasmon mode) as 
well as three neutral modes which do convey any net current. This represents separation of spin and 
charge as is expected in a strongly interacting Luttinger liquid 1D system.  Exciting voltage waves on the 
transmisison line is equivalent to directly exciting one dimensional plasmons, the low energy excitations of 
the Luttinger liquid. (d) Circuit diagram of a single-walled carbon nanotube with dc electrical contacts 
corresponding to half of the quantum of resistance on each end of the four channels. (e) Effective circuit 
diagram consisting of a single transmission line for the charge mode of a single-walled carbon nanotube 
possessing rescaled inductance and capacitances. The wave velocity of this effective circuit is the same as 
the wave velocity of the common mode for all four channels (adapted from Burke 2002).  
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quantum capacitances must be considered in the transmission line model for a nanotube 

(Burke 2002).  

 

2.3.4 Magnetic and Kinetic Inductance 

In bulk conductors, the frequent scattering of electrons limits the drift velocity of such 

charge carriers, but the large number of carriers still produces a large electrical current. 

The kinetic energy of the charge carriers is very small, so the magnetic field created by 

the current flow, with its associated magnetic energy, dominates the inductance. From 

basic electromagnetics, the magnetic inductance LM is simply calculated by setting the 

inductive energy equal to that stored in magnetic energy. For a typical nanotube above a 

conducting plane, the magnetic inductance per unit length, LM, is estimated to be 1 

pH/µm.  

An additional energy is the kinetic energy. For normal conductors, electrons 

frequently scatter and lose their kinetic energy, making any contribution of this energy 

negligible. However, in cases where electrons travel without loss, such as in 

superconductors, or in a system with a limited number of carriers and weak internal 

scattering, such as the carbon nanotube, the carriers travel with high velocity, and there is 

significant energy stored in the inertial motion of the charge. The kinetic inductance LK, 

as examined by Rutherglen and Burke (Rutherglen 2009), is calculated from the energy 

increase of the system to generate a finite current composed of a higher population 

occupying forward-moving states than occupying backward-moving states. The energy 

difference between the highest occupied forward-moving states and the highest occupied 
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backward-moving states is given as ∆µ. The current for a single quantum channel is this 

energy difference divided by the resistance quantum yielding a total current 𝐼 = ∆𝜇(𝑒
2

ℎ
). 

The energy cost to then generate this total current can also be calculated by multiplying 

the number of promoted electrons N by the energy added to each electron δ𝐸. The 1D 

energy level spacing is given as earlier with δ𝐸 = ℎ𝑣𝐹
ℓ

. Accounting for spin degeneracy, 

the excess number of electrons in forward-moving states due to a ∆µ potential is: 

𝑁 =
𝑒∆𝜇
2δ𝐸

=
𝑒ℓ∆µ
2ℎ𝑣𝐹

 

and because each electron adds δE=(e∆µ/2), the Fermi energy level increase of the right 

movers, the total energy added by the current is: 

𝐸 =
𝑒2∆𝜇2ℓ
4ℎ𝑣𝐹

 

Treating this current energy cost as an inductive energy yields:  

𝐸 =
𝑒2∆𝜇2ℓ
4ℎ𝑣𝐹

=
1
2 𝐿𝐾𝐼

2 =
1
2 𝐿𝐾(∆𝜇2

𝑒4

ℎ2) 

and solving for inductance per unit length  LK, we find: 

𝐿𝐾
ℓ =

ℎ
2𝑒2𝑣𝐹

≈ 16 𝑛𝐻/µ𝑚 

Note that this value of LK is not for a nanotube, which possesses four quantum channels 

as described below. For a nanotube, the kinetic inductance per unit length dominates the 

magnetic inductance per unit length by four orders of magnitude. The magnetic 
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inductance will be ignored henceforth. The relatively large kinetic inductance per unit 

length of carbon nanotubes ≈4nH/µm has implications for their potential use in any high-

frequency electronic circuits. 

 

2.3.5 Four Parallel Channels 

Carbon nanotubes possess two orbital conduction channels from the two K points arising 

from the two unique carbon atom basis of the hexagonal lattice. Each channel allows for 

electrons to be either spin up or spin down. Thus, the complete model is composed of 

four (connected) transmission lines in parallel. Figure 2.3b shows the circuit model of a 

single-walled carbon nanotube with noninteracting electrons composed of four quantum 

channels in parallel. The lack of CES is equivalent to neglecting the electron-electron 

interactions. Note that the magnetic inductance is ignored since the kinetic inductance 

dominates for a carbon nanotube. Figure 2.3c displays the circuit model for interacting 

electrons in a single-walled carbon nanotube where CES couples the four channels. 

Considering applying an ac voltage to this line, Burke proves that these can accommodate 

four fundamental collective mode excitations, one of which conveys charge, known as a 

plasmon or charge mode, and three which are neutral due to no net transfer of charge, 

referred to as spinons or neutral modes (Burke 2002). This represents separation of spin 

and charge as is expected in an interacting Luttinger liquid 1D system.  Additionally, the 

quantum resistance (RQ = h/4e2 = 6.5 kΩ) as described in Chapter 1 for entering and 

exiting the 1D system from 3D contacts is incorporated for each quantum channel. 

Considerations by Maslov and Stone demonstrate that the quantum resistance is not 
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expected to be modified by the electron-electron interactions present in a Luttinger liquid 

(Maslov 1995). The circuit diagram of Figure 2.3d shows a single-walled carbon 

nanotube with dc electrical contacts corresponding to the quantum of resistance split 

equally on each end of the four channels. This thesis focuses on the plasmon charge 

mode, and at high-frequency the nanotube picture can then be simplified into the 

effective circuit diagram of Figure 2.3e consisting of a single transmission line 

representing the charge mode of a single-walled carbon nanotube possessing rescaled 

inductance and capacitances. The wave velocity (v = 1/√𝐿𝐶) of this effective circuit is 

the same as the wave velocity of the common charge mode for all four channels. Exciting 

a high-frequency voltage wave along the nanotube transmission line is equivalent to 

collectively exciting a 1D plasmon, the low energy excitations of the Luttinger liquid. 

 

2.3.6 Contact Resistance and Capacitance 

We expand the model of Figure 2.3e beyond the intrinsic equivalent distributed circuit 

elements of a nanotube transmission line by including a term to account for damping due 

to electron scattering within the nanotube, denoted as an internal distributed resistance 

per unit length, rint. Note that, as mentioned in Chapter 1, rint for best case real nanotubes 

is found to be ≈1 kΩ/µm at low temperature. In addition to the quantum of resistance RQ, 

an additional contact resistance Rc between the nanotube and electrodes, for the reasons 

previously outlined in Chapter 1, is included in parallel with a contact coupling 

capacitance Cc between the 3D metal electrodes and the nanotube. The contact resistance 

Rc arises from the imperfect transparency of the metal/nanotube interface; Rc is zero for a 
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perfect contact. Even though the associated contact capacitance Cc is in fact a distributed 

capacitance between the electrode and the entire length of the nanotube, it is modeled as a 

parallel lumped element here for simplicity. The complete equivalent circuit model is 

shown in Figure 2.4.  

 

2.3.7 Intrinsic Impedance 

Measurements of the high-frequency properties of such a system are quite challenging 

and extremely difficult due to the relatively high intrinsic impedance of such nanotube 

devices (>6.5 kΩ), which is incompatible with typical 50 Ω microwave test equipment. 

This serves as a major impediment to device testing at high frequency since most of an 

incoming signal is reflected due to the large impedance mismatch, greatly limiting device 

coupling efficiency. This issue can be overcome with appropriate impedance matching, 

but at the cost of limited bandwidth for measurement. Other groups have analyzed the 

high-frequency properties of thin-films or bundles of carbon nanotubes, which can have 

lower resistance than an individual nanotube; however, de-embedding the properties of 

individual nanotubes from measurements on such samples is extremely tricky. 

One experiment was reported by Plombon et al. (2007), where they measured the 

reflection and transmission coefficient S-parameters up to 20 GHz of individual and 

bundled carbon nanotubes. The small signal level was near the experimental noise floor 

due to the large intrinsic impedance of nanotubes. Thus, the effects due to the nanotubes 

were difficult to differentiate from any reference standard, resulting in substantial 

uncertainties in the extracted equivalent circuit parameters for the nanotube.  
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Figure 2.4 - Equivalent circuit model of a single-walled carbon nanotube 
possessing characteristic impedance Zchar and internal distributed 
resistance per unit length rint as well as quantum RQ (=26 kΩ) and contact 
Rc resistances with parallel contact capacitance Cc. The internal resistance 
leads to damping of the 1D plasmon along the length of the nanotube. 

 

 

 

Figure 2.5 – Predicted THz frequency dependent impedance for a carbon nanotube using the 
effective circuit described above. This plot corresponds to a nanotube 1 µm long and with an 
assumed Luttinger parameter g of 0.3 and Cc = 0. This model predicts periodic standing wave 
resonances will appear in the finite length nanotube when there is an integral multiple of a 
half wavelength on the nanotube. This frequency location of this resonant behavior allows for 
the calculation of the wave velocity of 1D plasmon and hence a direct measurement of the 
Luttinger parameter g. This is similar to the general rf engineering result of quarter 
wavelength structure transforming an open circuit to short circuit and vice versa. Here, the 
termination of the nanotube transmission line, namely the ratio of the line characteristic 
impedance to the contact resistance, determines whether the standing wave resonance will 
produce an impedance minima or maxima.    
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2.3.8 Plasmon Velocity and Characteristic Impedance 

Treating a nanotube as a transmission line enables a straightforward determination of the 

wave velocity and characteristic impedance. The development of spin-charge separation, 

characterized by a modified wave velocity for charge transport when compared to the 

spin mode, can be readily visualized from this transmission line approach. Examining the 

simplified transmission line model of Figure 2.3e, if we only include 𝐶𝑄 (excluding 𝐶𝐸𝑆), 

then this situation is essentially describing a 1D system possessing no electron-electron 

interactions. This would be the case for the neutral modes. Given the equations 

determined above, calculating the wave velocity of such a transmission line, 

v1𝐷,𝑛𝑜𝑛𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑛𝑔 = 1/�𝐿𝑘𝐶𝑄 = v𝐹, it is clear that the velocity of this mode is equal to 

the Fermi velocity. If repulsive electron-electron interactions are now accounted for with 

the inclusion of 𝐶𝐸𝑆, the wave velocity for the four parallel channels is found to be 

greater than v𝐹, 

1
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The ratio of these two velocities is the dimensionless Luttinger parameter g, which 

quantifies the strength of the electron-electron interaction, 
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The Luttinger parameter g can be determined via a capacitive relation comprised of CQ 

and CES expressing the reduction of the electron-electron interactions by the screening of 

the electrostatic Coulomb force. Using the total capacitance per unit length 𝐶𝑡𝑜𝑡 =

𝐶𝑄𝐶𝐸𝑆
𝐶𝑄+𝐶𝐸𝑆

, g can be equivalently defined as: 

g = �
𝐶𝑡𝑜𝑡
4𝐶𝑄

= �
𝐶𝐸𝑆

4(𝐶𝑄+ 𝐶𝐸𝑆)
 . 

For a very weakly interacting system, CES ≫CQ, Ctot → CQ, gives g = 1, whereas for a 

strongly interacting system, CES ≪CQ, Ctot → CES, g → 0.  

 We can measure the faster charge mode propagation velocity, the plasmon 

velocity, by exciting a high-frequency signal on a finite-length nanotube. We can thereby 

characterize the Luttinger parameter g and the strength of the substantial electron-

electron interaction in this 1D system.  

 

2.3.9 Standing Wave Resonances 

For a finite nanotube of length L, standing wave resonances will occur when the 

length corresponds to integral multiples of half-wavelengths. This situation occurs when 

𝐿 = 𝑛 𝜆
2

= 𝑛 𝑣𝑝
2𝑓
⟹ 𝑓𝑛 = 𝑛 𝑣𝐹

2𝐿𝑔
, so the frequency spacing Δ𝑓 = 𝑣𝐹

2𝐿𝑔
 is related to g. Thus, by 

determining the frequencies of the standing wave resonances on the nanotube, one can 

straightforwardly determine g by using the known nanotube length and Fermi velocity. 

We measure the propagation velocity in the frequency domain by examining power 

coupling to the nanotube. This can be understood by examining the properties of standing 

53



54 

waves on a mismatched line. For a finite length nanotube, if a quarter-wavelength 

corresponds to the length, the input impedance will be large if the terminating resistor is 

smaller than the characteristic impedance Zo resulting in less power coupling to the 

nanotube. This behavior repeats for odd integral multiples of a quarter-wavelength, so 

treating the nanotube as a transmission line predicts significant frequency dependence of 

dynamical impedance and we see resonant structure corresponding to quarter-wave 

transformer. A representation of these resonances is shown in Figure 2.5. 

The properties of a transmission line are frequently characterized by two 

parameters, the characteristic impedance Zo conveying the conditions for optimal signal 

propagation, and a propagation constant  which characterizes the attenuation and 

dispersion of a signal as it travels along the line. The characteristic impedance and 

propagation constant can vary with frequency.  From transmission line theory (Pozar 

2005), the input impedance Zin of a lossless transmission line terminated with a load 

impedance ZL is given by:  

ܼ ൌ ܼ
ܼ  ݆ܼtan	ሾߚℓሿ
ܼ  ݆ܼtan	ሾߚℓሿ

 

where ℓ is the transmission line length. Considering the special length ℓ ൌ ߣ 2⁄ , 

corresponding to ߚℓ ൌ ሺ2ߨ ߣሻሺߣ 2⁄ ሻ ൌ ⁄ߨ , the ܼ ൌ ܼ. For a length of a quarter-

wavelength with ߚℓ ൌ ሺ2ߨ ߣሻሺߣ 4⁄ ሻ ൌ ߨ 2⁄⁄ , evaluating this in the limit that ߚℓ → ߨ 2⁄ , 

the ܼ ൌ
మ

ಽ
. This configuration is known as a quarter-wave transformer because it 

effectively transforms the load impedance depending on the characteristic impedance and 

allows one to match the transmission line and load at a specific frequency. Single-walled 



carbon nanotubes are expected to operate as lossy transmission lines at GHz and lower 

frequencies and gradually transition to low-loss transmission lines at sub-THz 

frequencies (Wong 2011). In terms of distributed circuit parameters, the characteristic 

impedance is 𝑍𝑜 = � 𝐿𝐾
𝐶𝑡𝑜𝑡

 which is a purely real frequency-independent constant. 

Applying this to a nanotube gives 𝑍𝑜 = 1
𝑔�

𝐿𝐾
𝐶𝑄

 , which is dependent on g, the electron-

electron interaction parameter. For the four parallel quantum channels in an individual 

nanotube with an assumed g = 0.3, 𝑍𝑜 ~15 kΩ. 

 

2.3.10 Microwave test of vp 

It would be ideal to analyze these predictions in an easily measurable framework. The 

microwave regime (~10 GHz) is a well-established high-frequency range offering many 

standard measurement systems and approaches. Inspection of the frequency spacing 

equation shows that to observe resonant frequencies of ~10 GHz with an assumed g = 0.3 

the corresponding carbon nanotube devices must be long, measuring ~ 100 µm. Yu & 

Burke measured the dynamical conductance up to 10 GHz of single-walled carbon 

nanotubes with lengths over 100 µm and did not observe any strong resonant behavior, 

attributing this to the damping of the plasmons by the large internal resistance >100 kΩ 

(Yu 2005). This poses a significant technical challenge since the unavoidable large 

distributed internal resistance within a long nanotube, as explained in Chapter 1, will 

damp out the sought after resonances. The scattering length, due to electron-phonon 

interactions, in a high-quality single-walled carbon nanotube is about 1 µm at room-
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temperature. In the low temperature limit the scattering length is likely due to impurities 

and can be as a large as 10 µm (Purewal 2007). For a nanotube with greater defect 

densities, the scattering length will be shorter. Such scattering will dissipate the plasmon 

in a long nanotube and prevent the formation of the standing wave resonances. Thus, 

short nanotubes on the order of a few microns measured at low temperature are necessary 

in order to observe predicted standing wave resonances. 

 

2.4 Terahertz Time-Domain Measurement 

One experiment performed by Zhong et al. (2008) sought to measure the plasmon 

velocity of a short nanotube. They used THz time-domain reflectometry as shown in 

Figure 2.6a. This is a technique that probes material properties via short pulses of THz 

radiation. The experiment involved measuring the propagation velocity by creating short 

pulses launched into a nanotube, with pulse length less than a picosecond. This 

experiment utilized an individual semiconducting carbon nanotube channel with source 

and drain contacts fabricated on top of an oxidized silicon wafer. A local top gate was 

patterned on top of the channel, with the doped silicon wafer serving as a global back 

gate to dope the nanotube p-type while the local top-gate doped a short middle portion of 

channel n-type, as shown in Figure 2.6b. Pulsed-laser excitations of the silicon allowed 

picosecond current pulses to be injected into the nanotube channel, where the delay 

between the first and a second pulse could be controlled. As expected, precise delay times 

would produce destructive interference when the arrival of the second current pulse into 

the p-n junction coincided with the arrival of the reflected first current pulse. This 
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Figure 2.6 – (a) Schematic of time-domain terahertz measurement setup showing an 
integrated time-domain THz source and single-walled carbon nanotube field-effect transistor. 
This technique probes the round-trip transit electron ballistic propagation along the 
nanotube with a picosecond-scale period. (b) Schematic of the electron resonance cavity 
formed by two p-n junctions created by differential gating along the carbon nanotube. (c) 
Ballistic electron resonance measured for three devices possessing different gate/cavity 
lengths. Observe a prominent resonance corresponding to an electron velocity that is constant 
and equal to the Fermi velocity and not the plasmon velocity. The high-frequency electron 
response for this system is dominated by single-particle excitations rather than the predicted 
collective plasmon modes (adapted from Zhong 2008). 
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combined pulse results in a decrease in the current passing through the channel for pulse-

difference times corresponding to time resonances along the channel length as in Figure 

2.6c. Unexpectedly, for each of three different channel lengths measured, the delay times 

produced resonances in the current signal corresponding to the Fermi velocity of 8×105 

m/s. The predicted resonances resembling charge transport at the faster plasmon velocity 

were not observed.  

In assessing this experiment as an effective means for determining the plasmon 

propagation velocity, there are several points to consider. The THz generation in this 

experiment was in the time-domain as a result of a fast laser pulse exciting the doped 

silicon region between two separated electrodes maintaining a large voltage bias (30–50 

V). The laser pulse produces electron/hole separation in the silicon and allows a fast 

current to flow between the biased electrode gap, yielding a unipolar voltage pulse to 

traverse down the line with a pulsewidth of ~1 ps, equivalent to a broadband THz signal. 

The 75 MHz repetition rate Ti:sapphire laser used corresponds to a pulse time separation 

of ~10 ns.  The pulse width to separation ratio of 1ps/10ns gives a 104����� duty cycle, so that 

the DC current is 10-4 of the peak current. The stated 4 nA average current then implies 

peak currents of ~40 µA, which would rapidly saturate the nanotube electron system and 

heat the electron system, elevating its temperature well above the substrate temperature. 

If the rectification effect described is due to saturation, the relationship should be 

sublinear with voltage, not superlinear as claimed. One would also expect the observed 

THz current peak size to then decrease for longer length samples due to increased 

scattering, but this is not observed for the two longer samples. For the longest length 

nanotube investigated, 5 µm, the two round trips reported corresponds to a full 20 µm 

58



total travel length. If the electron pulse significantly raises the electron system 

temperature, the mean-free-path would decrease, as demonstrated by Purewal et al. 

(2007), and the excitations would expect to be attenuated as they traverse the nanotube 

and one would not expect to observe the stated resonance behavior. Such considerable 

scattering would also possibly promote mode-mixing, where the faster plasmon mode 

within the nanotube can intermingle with the three slower neutral modes, possibly only 

measuring the slowest mode at the Fermi velocity as reported. (More detailed discussions 

of mode-mixing and paradigms beyond the Luttinger liquid description will be presented 

in Chapter 6.)  

Ngai and Kim have theoretically considered this experiment for directly 

measuring the velocity by measuring traversal time for an injected electron bunch (Ngai 

2011, EA Kim private communication). They conclude that an electron injected will 

excite all four modes available in a carbon nanotube, so the excitation may be limited by 

slowest of the four collective modes. They, similar to Burke, present an alternative means 

to measure the charge velocity by connecting the frequency scale with the finite length of 

the nanotube via an electric field. Of the four modes within a carbon nanotube, only the 

plasmon charge mode propagates with a speed not equal to the Fermi velocity. Moreover, 

this is the only mode that would couple to an applied electric field. Analogous to Burke’s 

transmission line model, Ngai and Kim consider the bosonized form of the low energy 

effective Hamiltonian of the freely moving right/left charge modes within a finite length 

metallic carbon nanotube treated as a Luttinger liquid. They find that, as a result of wave 

interference between the left and right propagating modes, the amplitude of the ac 

conductance shows pronounced maxima at half-wavelengths on the nanotube. They 
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additionally consider regimes of weak-backscattering (Ohmic contacts) and strong-

backscattering (non-Ohmic contacts). They conclude that, in the weak-backscattering 

regime, detection of the charge mode velocity through observations of ac conductance 

peaks should indeed be experimentally possible with a typical micron long metallic 

carbon nanotube. Our experiment does just this; namely, exciting plasmon mode standing 

wave resonances in a short high-quality single-walled carbon nanotube using an electric 

field testing in the frequency domain. 

 

2.5 Summary 

Single-walled carbon nanotubes present promising environments for investigating the 

one-dimensional collective conduction of interacting quantum wires. The varied results 

coming out of very diverse experiments on the high-frequency properties of individual 

carbon nanotubes sustains the puzzle of 1D Luttinger liquid behavior physics in carbon 

nanotubes. Further experimental investigations needed to be realized. By considering the 

transmission line model of a carbon nanotube, we have presented a direct method for 

measuring the plasmon propagation velocity and Luttinger parameter for a finite-length 

single nanotube. We employ observation of THz standing wave resonances. This will 

provide a signature of the electron-electron interaction within this system. We have 

discussed the potential issues that prevented such successful measurements in the past 

and have developed approaches of overcoming or avoiding them in the present work. 

These solutions require special fabrication and measurement techniques as will be 

described in the next chapters.   
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Chapter 3 

Device Fabrication 

 

 

 

3.1 Fabrication Overview 

Over the past half-century, the microelectronics industry has constantly refined 

the capabilities for the design, fabrication and analysis of continually shrinking electronic 

devices. An ever-expanding collection of microfabrication and measurement techniques 

was developed for the assembly and investigation of the properties of microcircuits. The 

resolution and characterization required by progressively scaling these devices down to 

the nanometer scale required the related invention of new tools, such as the scanning 

electron microscope (SEM), utilizing a beam of electrons to produce images; the atomic 

force microscope (AFM), measuring a local force between a sample and tip; and electron-

beam lithography for the creation of microscopic electronic devices.  

The present chapter details the central aspects and challenges of carbon nanotube 

device fabrication which take advantage of this expertise. The growth of carbon 

nanotubes atop a silicon substrate is the result of a chemical processes. The imaging of 

carbon nanotubes demands the use of extremely high-resolution instruments due to their 

extremely small diameters. As explained in Chapter 1, in order to investigate the 
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electronic nature of individual carbon nanotubes we employ a field-effect transistor 

geometry, where the nanotube is contacted on each end by a metal electrode, commonly 

known as the source and drain contacts, and a third electrode capacitively coupled to the 

nanotube, referred to as the gate electrode. Figure 1.4 showed a schematic of the different 

device configurations employing a back-gate (or bottom-gate), where the gate electrode 

is globally (or locally) underneath the nanotube, separated by a dielectric material, or 

placed as a side-gate, where the gate is on the same plane as the nanotube. For our 

proposed terahertz (THz) measurements, the source and drain electrodes also form an 

antenna geometry for coupling of free-space signals to the nanotube located at its center. 

As nanotubes can occur in both single-walled or multi-walled forms and can possess a 

variety of electronic properties, each device must be screened to determine if it is a 

contender for the subsequent fabrication step. A given nanotube experiences a long 

journey from initial growth to ultimately being chosen for possible THz analysis.  

 

3.2 Carbon Nanotube Device Fabrication  

We begin with an overview outlining the simplest series of principal steps involved in the 

fabrication procedure of an antenna-coupled carbon nanotube device for THz 

measurements, and then we will proceed to explore the key stages in more specific detail. 

[Steps listed in square brackets are optional depending on the final device desired.] 

1. Begin with a high-resistivity silicon wafer substrate  

2. [Lithographically pattern and deposit metal to form bottom-gate] 

3. Grow thermal oxide of desired thickness, if oxide is not already present 
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4. Define alignment marks using lithographic process and etch into oxide and silicon 

5. Lithography pattern fiducial marking array of HSQ e-beam resist 

6. Grow carbon nanotubes from selected catalyst using chemical vapor deposition 

(CVD) process at high-temperature in furnace 

7. [Lithograph fiducial marks followed by metal evaporation (Ta) if not done prior 

to growth] 

8. Use SEM to image chip to determine nanotube location relative to fiducial marks 

9. Use AFM to measure heights of isolated individual nanotubes 

10. Lithographically pattern source/drain/gate electrodes in antenna/gate geometry to 

contact desired nanotubes, followed by metal evaporation (Pd) and lift-off in 

warm acetone  

11. Image nanotube devices using SEM and AFM 

12. Remove unwanted nanotubes by oxygen plasma etching in lithographically 

defined areas 

13. Electrically probe nanotube devices at room temperature and ambient conditions  

14. Select metallic single-walled nanotubes to mount and wire-bond in chip carrier 

for  dc testing at low temperature (T = 4 K) 

15. Select low-resistance nanotube devices for integration with alignment wafer piece 

and silicon lens backing  

16. Wire-bond quasi-optical nanotube/lens device system to antenna carrier and 

mount in optical access cryostat in interferometer setup 

Countless variations exist for nearly all of the processing steps listed and a wide 

variety of tools are frequently available to choose from for accomplishing a particular 
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objective. As will be explained, the specific choice for each stage of the fabrication 

process is motivated by the ultimate device desired and its specific requirements.  

 

3.3 Silicon Substrate 

Often for nanotube electronics research, a degenerately-doped silicon substrate with a 

silicon dioxide layer is utilized in order to easily obtain the field-effect geometry for 

typical nanotube devices. The substrate can then be contacted electrically, even at 

cryogenic temperatures, and operated as an efficient back-gate with the silicon dioxide 

layer acting as the insulating layer between the gate and the device. Such silicon wafers 

are readily available commercially and can be purchased with an oxide of specified 

thickness. However, the oxide quality can vary greatly, where a poor thermal oxide easily 

breaks down at high applied gate voltages or during the wire-bonding process. This 

produces ohmic conduction across the dielectric between the device and doped substrate, 

a behavior known as gate leakage, and the gate will no longer perform as designed to 

alter the electrical properties of the device. In addition to acting as the dielectric for 

possible gating, the presence of a silicon dioxide layer provides excellent contrast for 

SEM imaging of carbon nanotubes. 

A more serious issue with the use of doped substrates in this work is that the free 

charge carriers of the donors in the doped silicon (resistivity ~1 mΩ·cm at room 

temperature) result in significant absorptive losses of THz radiation; thus, they are 

incompatible with our quasi-optical THz coupling scheme described below, where THz 

radiation is to be transmitted through the substrate. Lightly-doped silicon (~1 Ω·cm) was 
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investigated and shown to allow for sufficient THz transmission as well as gating, but 

also demonstrates substrate heating. High resistivity silicon (>1 kΩ·cm) acts as a lossless 

medium for THz, with a lack of dopants preventing absorptive losses. In addition, the 

large direct band gap of silicon prevents THz photons from being absorbed across the 

bandgap. However, the use of this high-resistivity silicon prevents back-gating using the 

substrate and requires alternate approaches. We can use a side-gate geometry, where the 

gate is nearby in the same plane as the device, or instead deposit a bottom-gate of a thin 

section of metal on only a limited portion of the wafer to be located underneath (or a top-

gate above) the device, separated by a deposited dielectric. We use the Yale University 

cleanroom Oxford Plasmalab80 for plasma enhanced chemical vapor deposition of a 

silicon dioxide film as the dielectric on regular high-resistivity silicon substrates or those 

possessing the thin bottom-gate metal electrode.   

 

3.4 Alignment Marks 

Global alignment marks are used as locators for the orientation of a silicon wafer section 

and for automatic alignment of lithography steps. These must possess sufficient 

topographic contrast for the electron-beam writer to reliably recognize them for 

subsequent lithography steps using its automatic alignment algorithm. Etching shapes 

deep enough into the silicon dioxide and silicon wafer or depositing metals with large 

atomic number are commonly used for this purpose. We etch approximately 1.5 µm deep 

into the silicon substrate using a combination of SF6/CF4 and CHF3 gases in the Yale 

Cleanroom Oxford Plasmalab80 to reactively ion etch through a lithographically exposed 
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e-beam mask resist. Previously, when using a FEI Sirion XL40 converted electron beam 

writer with J.C. Nabity Nano Pattern Generation System, we would manually align to 

deposited metal tantalum global alignment marks, but this was not nearly as accurate. 

These initial metal alignment marks were often in the shape of a cross measuring 10 µm 

× 10 µm. For our later work, the etched markers in the shape of a 4 µm × 4 µm square, 

surrounded by 60 µm long and 1 µm wide bars acting as optical markers, are located at 

the periphery of the wafer and in the four corners defining each 3 cm × 3 cm chip 

subsection. In addition, for device labeling and general organization, we would 

simultaneously etch wafer subsection names, detailing the wafer name and subsection 

grid location, during the same lithographic and etching process. Furthermore, the trenches 

used for studies focusing on suspended nanotubes, where the nanotube extends over a 

trench with no oxide or silicon directly below, can also be lithographically defined and 

etched during these same steps. 

A key difference between the use of metal versus etched alignment marks 

depends on the stage at which either can be accomplished relative to carbon nanotube 

synthesis. Any processing or alignment marks must be able to survive the high-

temperatures necessary for nanotube growth, as explained below, and also not interfere 

with the growth conditions. Etching into the silicon will not have any detrimental effects, 

so that is done prior to growth. However, the presence of many metals, including 

tantalum, during the growth conditions can yield undesirable nanotubes or amorphous 

carbon structures. Thus, the tantalum deposition would instead be performed following 

nanotube growth.  

66



 

3.5 Carbon Nanotube Synthesis 

An extensive amount of research has focused on the various synthesis approaches and the 

broad range of conditions which can produce carbon nanotubes. The first large quantities 

of nanotubes were formed in the 1990s using the arc discharge or laser ablation methods 

(Wong 2011). These techniques do not result in the clean and isolated single-walled 

nanotubes preferred for electrical study or applications, but rather produce nanotubes that 

are multi-walled or grouped together as bundles, in addition to generating many 

unwanted amorphous carbon byproducts and other contaminants. To remove the 

undesirable carbon material, cleaning and purification processes involving harsh acidic 

solutions can be used, but these often also destroy the sought after carbon nanotubes. The 

limited surviving nanotubes can then be dispersed in a liquid solution, sonicated in order 

to slightly break apart the bundles of tubes, and then spun onto a silicon chip for 

subsequent processing. However, this vital sonication step also frequently leads to a limit 

in nanotube size where the bundles initially measuring hundreds of microns in length are 

reduced to smaller bundles or individual nanotubes that are often well under ten microns 

in length and may be far from pristine. Such length scales are sufficient for some 

electrical studies, but not ideal. Thus, searches for new synthesis techniques resulting in 

fewer contaminants, less amorphous carbon formations and yielding nanotubes much 

longer in length were sought. By the late 1990s, chemical vapor deposition emerged as 

the preferred synthesis method for carbon nanotubes (Kong 1998). 
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Chemical vapor deposition (CVD) has existed for decades as a technique to create 

thin films in the semiconductor industry. Hongjie Dai’s research group at Stanford 

University pioneered and advanced the use of CVD for the production of mostly defect-

free and isolated on-chip single-walled carbon nanotubes (Kong 1998). This process 

involves the thermal decomposition of a hydrocarbon vapor in the presence of a metallic 

catalyst particles, often nanoparticles or nanoclusters, on a flat sample silicon/silicon 

dioxide surface, often with a uniform thickness of around 300 to 500 microns of silicon 

and 200 to 300 nanometers of silicon dioxide, at high temperatures. The catalyst particles 

decompose the carbon-containing gas and nanotubes then grow. A vast collection of 

nanotube growth recipes has been developed in the literature, specifying the variations of 

the catalyst material, exact specifications of gas flow and temperature, and other 

additional ingredients. These parameters will even gradually change over time within the 

same growth setup due to unknown or unavoidable causes. CVD has become a simple, 

economic and versatile technique for synthesizing high yields of pure carbon nanotubes 

for experimentalists. Using trial and error, with an educated basis and much fine-tuning, 

one can determine optimal parameters to develop a successful nanotube growth recipe. 

However, a recipe that yields success in one research lab does not ensure a separate lab 

will be able to reproduce those same results. In the course of this thesis work the actual 

nanotube growth was performed in the facilities of Prof. Philip Kim at Columbia 

University, and then subsequent processing was done at Yale University. Several 

different nanotube batches were grown in furnaces, with various catalyst materials, gases 

and distinct growth recipes, yielding a wide range of nanotube growth results. 
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3.5.1 Carbon Nanotube Synthesis Parameters 

The exact nature of the carbon nanotube growth mechanism from catalyst particles has 

long been debated. Several proposals have been made for the microscopic process and 

reported experiments often contradict one another. However, it is fairly well agreed that 

when the hydrocarbon vapor interacts with the liquefied metal catalyst nanoparticle, due 

to the high temperature, the gas decomposes into carbon and hydrogen atoms, where the 

carbon atoms are dissolved into the nanoparticle and hydrogen forms a gas that flows 

away (Kumar 2010), as shown in Figure 3.1. Once the metal saturates at its carbon-

solubility limit, the carbon begins to precipitate out and form an energetically favorable 

crystalline cylindrical network. For cases where the catalyst-substrate interaction is weak, 

the carbon precipitates out at the bottom of the metal and pushes the nanoparticle up off 

of the substrate as the nanotube forms and grows in length. This process, where the 

catalyst particle floats off the substrate, is known as the “tip-growth” model. If, however, 

the catalyst is well anchored on the substrate surface, the carbon precipitates out at the 

top of the nanoparticle, first forming a rounded carbon cap and then continuing growth of 

the cylindrical nanotube. This is referred to as the “base-growth” model. Imaging of 

nanotubes grown using different metal catalysts under similar growth conditions have 

exhibited evidence of both growth models in regard to final position of catalyst particles. 

Both processes continue as long as there is metal exposed for fresh hydrocarbon 

decomposition, but once the catalyst is fully covered with excess carbon, the catalytic 

activity stops and nanotube growth ceases. In contrast to the arc discharge and laser 

ablation synthesis methods with fairly narrow diameter ranges, CVD growth results in a 

wide range of single-walled nanotube diameters ranging from ~0.7 to up to 3 nm. The 
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Figure 3.1 – Illustration of the carbon nanotube growth mechanism via chemical vapor 
deposition for (a) tip-growth and (b) base-growth. Hydrocarbon vapor interacts with 
liquefied metal catalyst nanoparticle at high temperature. Carbon atoms dissolve into the 
nanoparticle and hydrogen gas flows away. Carbon precipitates out the catalyst once the 
metal saturates, forming a multi-walled carbon nanotube (Kumar 2010). 
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size of the catalyst particle is thought to dictate the nanotube diameter and govern the 

formation of single-walled or multi-walled nanotubes. Smaller nanoparticles measuring a 

few nanometers in diameter favor single-walled nanotube growth, while larger 

nanoparticles promote multi-walled nanotube growth. The choice of catalyst metal and 

substrate material, as well as catalyst preparation will greatly determine its size based on 

factors including growth temperature, oxidation time, catalyst dispersal method, as well 

as any templating or support structure for the catalyst. The catalyst nanoparticles are 

formed from an individual metal or combination of several metals, possessing a high 

melting point along with good carbon diffusion rates and solubility, which includes iron, 

nickel, molybdenum, and cobalt. They can be suspended in a solution or implanted in a 

template structure. There are different methods for depositing the catalyst particles onto 

the substrate surface. The catalyst-substrate interaction can lead to different size catalyst 

particles during growth due to diffusion and migration of the catalyst particles on the 

surface at the high temperatures. These different properties can result in larger catalyst 

particles as the nanoparticles aggregate on the surface.  

Furthermore, the other synthesis parameters, such as hydrocarbon feedstock, 

deposition and growth times, growth chamber pressure, gas-flow rates, ratio of gases, and 

reactor geometry also play key roles in determining success of nanotube growth. Small 

changes can dramatically alter the outcome, frequently in a negative way. Some 

adjustments, however, are advantageous. For example, adding hydrogen flow in the 

chamber along with the carbon feedstock can convert some gas byproducts, such as 

carbon monoxide, into water which will prevent the accumulation of amorphous carbon 

on the nanotubes (Hata 2004). 
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Initially, the Dai group produced robust nanotube growth with low defect density 

and extremely long lengths, over 100 microns, on silicon and silicon dioxide substrate 

using methane as the carbon source (Kong 1998). Later the Liu research group used 

carbon monoxide as their carbon source and a “fast heating” process where the catalyst 

on a silicon substrate is inside the quartz gas flow tube, but external to the oven, until the 

desired growth temperature is achieved (Huang 2004). Then, once the oven is at desired 

temperature, the quartz tube and substrate with the catalyst are quickly moved into the 

hot zone center of the oven. This procedure prevents the catalyst nanoparticles from 

aggregating due to thermal migration over an extended period of time under extreme 

heat. Also, this creates turbulence of the relatively hotter gas flow above the cooler 

substrate, keeping the catalyst particle floating during a tip-growth and preventing growth 

termination from nanotubes colliding with neighboring nanotubes. In this way, nanotubes 

with lengths over a centimeter have been achieved, with an extreme aspect ratio of about 

ten million to one. The stability of a laminar gas flow is crucial to the growth of such 

ultra-long nanotubes which are aligned in the direction of the smooth gas flow and can 

yield numerous nearly parallel ultra-long nanotubes. Such nanotubes are advantageous 

for electrical measurements and applications since they can be spread out enough on the 

chip to easily pattern electrical devices out of a single or several nanotubes for further 

study. We initially achieved this with a tube-within-tube growth reactor geometry as 

developed by our collaborators at Columbia (Hong 2005). More recently, ethanol vapor 

has become a popular carbon source (Maruyama 2002, Huang 2004) allowing for a 

slightly lower growth temperature around 850 °C producing less amorphous carbon and 

not posing any of the potential health dangers associated with using carbon monoxide. 
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Several other carbon sources have proven effective for growing nanotube forests for 

interesting new applications, such as weaving large quantities of nanotubes into yarn 

(Nakayama 2008). 

We grow nanotubes in a one-inch quartz tube at Columbia University using the 

growth facilities of the Kim and Hone groups by operating a furnace with central hot 

zone of about 18 inches on a rail system for fast heating and methane or ethanol as the 

preferred carbon feedstock. The one-inch diameter quartz tube limits the size of our 

silicon chips; prior to this, when using a tube within tube geometry to obtain laminar gas 

flow, the inner tube diameter limited chip widths to be below 1 centimeter. The specific 

equipment and recipes used varied over several years and we next briefly describe the 

primary growth recipes used for the devices studied in this thesis. 

 

3.5.2 Methane Growth 

For our work the nanotubes were initially grown from a catalyst of iron-trichloride 

(FeCl3) nanoparticles, approximately two nanometers in diameter, suspended in hexane. 

A sharpened toothpick was dipped into this solution and quickly swiped along an edge on 

the top surface of the silicon substrate. In this way, the catalyst spreads out in a narrow 

line on the top of the chip as the hexane evaporates shortly thereafter. Other groups 

sometimes use lithography to predefine catalyst islands as small squares at known 

positions on the chip. To improve laminar flow inside the growth tube, we initially place 

a smaller diameter quartz tube inside the normal one inch quartz tube and place chips 

inside (Hong 2005). This narrower tube with samples inside is carefully loaded into the 
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quartz tube at the center of the furnace and heated to 950°C in an argon flow rate of 500 

sccm to purge the system of oxygen. Once the desired temperature is reached, the flow 

rate of argon is reduced to 200 sccm and a hydrogen flow at 60 sccm is begun for 

approximately 30 minutes. Then, the argon is stopped and a methane flow at 100 sccm is 

initiated for 2 hours. The small coflow of hydrogen allows unwanted byproducts to form 

water and be removed during growth, preventing the accumulation of amorphous carbon 

and averting the catalyst particles from poisoning too quickly and ending growth. The 

nanotube growth occurs during the methane flow and results in ultralong nanotubes. 

Following this growth time, the quartz tube is flushed with an argon flow at 500 sccm at 

the growth temperature for 10 minutes. Afterwards, the heating element is turned off and 

the sample is allowed to cool to room temperature in a sustained argon flow before 

removal from the furnace.  

This methane growth process has been shown to produce many long nanotubes as 

shown in Figure 3.2. However, subsequent Rayleigh scattering studies reveal that the 

majority of the nanotubes grown are actually multi-walled nanotubes or small bundles of 

single-walled nanotubes and are also coated with large amounts of amorphous carbon 

(Caldwell 2011). Rayleigh scattering is a noninvasive technique that shines bright white 

light generated by fast laser pulses on a nanotube and analyze the resulting spectrum. 

This provides fast mapping of key nanotube parameters, including number of walls as 

well as the chiral indices and electronic type (Sfeir 2004). Thus, alternative and superior 

growth methods for producing a higher proportion of clean single-walled nanotubes have 

been pursued.  
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Figure 3.2 – SEM micrographs of carbon nanotubes produced by methane growth with FeCl3 
catalyst particles and Ta fiducial markers. The use of methane and FeCl3 can produce 
ultralong carbon nanotubes, but a large percentage are multi-walled. The conditions for the 
top micrograph, low accelerating voltage and small spot size, allow for easy recognition of the 
fiducial markers, but make the surface potential difference or electron-beam-induced current 
representing long, parallel carbon nanotubes more difficult to identify (indicated by arrows). 
The lower micrograph, at the same voltage but larger spot size, shows many bright lines 
signifying numerous long, parallel carbon nanotubes, but the fiducial markers are much 
harder to distinguish under these conditions.  
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3.5.3 Ethanol Growth 

As mentioned earlier, ethanol vapor has emerged as a popular carbon source producing 

long, individual single-walled nanotubes not bundled and mainly free of amorphous 

carbon deposition. The catalysts and recipe procedure used as a part of the ethanol 

growth synthesis also were developed and optimized by Chenguang Lu and others at 

Columbia University to yield clean single-walled nanotubes (Huang 2004). The catalysts 

used are cobalt-molybdenum salts or an iron-molybdenum nanocluster, known as a 

Muller catalyst (Muller 2000), within a silica or alumina template support structure. The 

advantages of these hybrid nanoclusters is that they are designed to be easily dispersed in 

ethanol and do not clump to one another when dispersed on a silicon chip; the template 

structure is a porous material with a high surface area to increase growth yield, can 

withstand high temperatures and presents nanometer sized channels in which the 

nanoclusters form, limiting their size (Zoican 2010). This catalyst evolution had the 

objective of reducing the catalyst dimensions, and thus nanotube diameter and proportion 

of single-walled and multi-walled nanotubes. These characteristics do indeed lead to the 

growth of predominantly clean several hundred micron long single-walled nanotubes, 

though this is not quite as long as previous methods, with a narrower distribution of 

diameters. An additional step introduced to prevent the introduction of amorphous carbon 

is a quartz tube cleaning step in between growths where any remaining carbon in the tube 

from a previous growth is burned out in a pure oxygen flow at ~1000°C to remove any 

residual organic material from the tube. Similar to the previous method, a toothpick is 

used to disperse sonicated catalyst particles onto the silicon chip and placed in the 

furnace quartz tube. The temperature is ramped to 400°C in air for 30 minutes to burn 
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away any remaining organic material. After cooling to 200°C, the system is purged with 

argon to remove oxygen from the growth chamber. A flow of ethanol and hydrogen is 

introduced so that growth can proceed using the fast heating method. The temperature is 

set to 1000°C with the oven positioned away from the sample so the chip is out of the 

oven hot zone; once the 1000°C setpoint is reached, the oven is moved so that the sample 

is at the oven center and the temperature is now set to 900°C. The thermocouple 

temperature reading will dip to ~800°C before increasing again. The ethanol flow is 

stopped 10 minutes after the minimum temperature reading. The heating is stopped and 

the oven is then allowed to cool with the sample in a pure hydrogen environment to 

prevent accumulation of amorphous carbon. SEM images of carbon nanotubes produced 

with ethanol growth are shown in Figure 3.3. 

 

3.5.4 Chirality Selection 

For the use of nanotubes in reproducible real-world electronic applications, the growth of 

nanotubes possessing identical chiralities is necessary. With nanotubes functioning as 

interconnects in electronic circuits, each nanotube must be known to be metallic. 

Similarly, for the use of semiconducting nanotubes as transistors, identical chiralities are 

necessary to ensure a common threshold voltage with sharp on/off ratios. Extensive 

research has been focused on finding synthesis techniques able to grow specific types of 

chiralities of clean nanotubes with different inherent properties, in specific locations 

isolated from one another, for the easy production of electrical devices. So far, this has 

not been fully achieved, but many groups have sought ways to separate and sort 
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Figure 3.3 – SEM micrographs of carbon nanotubes produced by chemical vapor deposition 
growth from template Muller catalysts using ethanol as the carbon source and the fast 
heating method. These catalysts and growth conditions promote a higher proportion of 
ultralong single-walled carbon nanotubes. The bottom micrograph shows the numerous 
nanotubes growing out of catalyst clump. 
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nanotubes after growth by chirality (Vijayaraghavan 2012). There was no chirality 

selectivity involved in the growth and fabrication of devices discussed in this work; it is 

only after electrical contacts are deposited that transport measurements allow for the 

differentiation between metallic and semiconducting nanotubes. Much remains to be 

understood regarding the chemical growth process of carbon nanotubes and there is still 

considerable progress yet to be made before their inclusion in practical electronic device 

applications.  

 

3.6 SEM Imaging  

Scanning probe microscopy, such as atomic force microscopy (AFM) and scanning 

tunneling microscopy, are valuable methods initially used for determining the diameter 

and location of nanotubes as well as characterizing their electrical and mechanical 

properties. An AFM used in electrostatic force microscopy (EFM) mode, where a voltage 

is applied to the cantilever tip and electrostatic force gradients are measured, can produce 

a phase shift of the cantilever oscillation in the presence of the nanotube due to a strong 

charge interaction between tip and tube, which can be more readily detected than by 

using only AFM height imaging. However, such AFM techniques offer limited scan areas 

and are frequently time-consuming, making them impractical for the analysis of wide 

regions or large structures. Field Emission Scanning Electron Microscopy (SEM) is a 

well-established technique with widespread application in many areas of research and 

development and has more recently proven to be a very powerful tool in studying 

nanotubes on insulating substrates. Nanotubes with diameters typically in the range of 1-
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4 nm have been shown to exhibit remarkable SEM contrast on Si/SiO2 substrates 

(Brintlinger 2002), providing an easy and efficient process for identifying the location 

and measuring the length of nanotubes. This approach also provides quick feedback for 

growth processing and evaluating nanotube growth density. Both metallic and 

semiconducting nanotubes can be detected in this manner, but not easily distinguished.  

Due to their small diameter and low material volume, the direct electron beam 

interaction with a nanotube is negligibly small, causing the SEM image contrast of a 

nanotube sample to be very sensitive to the specific imaging conditions as well as 

nanotube and substrate properties. These imaging parameters can include the accelerating 

voltage (primary beam energy), scanning speed (dwell time), detector choice, and 

magnification. The length of a nanotube, its electrical characteristics, and its connection 

to an electron source, including other nanotubes or to a metallic electrode, affect the 

electron diffusion within the nanotube and the SEM image contrast. It has been widely 

reported and confirmed in this work that SEM imaging at low primary beam energies (<2 

keV) and low magnification allows for easy detection of bright contrast images showing 

individual single-walled carbon nanotubes on insulating surfaces, this despite the fact that 

the nanotube diameters are much smaller than the SEM resolution. Typically, SEM 

images are acquired through the detection of secondary electrons generated from a 

sample by a primary electron beam. The image is sensitive to the sample surface potential 

which is also known as voltage contrast. This technique is insensitive to surface 

roughness, defects, or many forms of contamination. Since the  secondary-electrons 

generated by scattering from a small-diameter carbon nanotube are insufficient for 

imaging, a variety of novel mechanisms for this phenomenon have been proposed for the 
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rapid SEM imaging of carbon nanotubes on insulating substrates, with the common 

conception that it is due to charging characteristics between the nanotube and insulating 

substrate.  

Brintlinger at al. first suggested that this was due to a voltage contrast mechanism 

from the differential charging of the conducting nanotube relative to the insulating 

background substrate, typically SiO2 (Brintlinger 2002). The electron beam irradiation 

creates a local surface potential difference in the conducting nanotube relative to the 

insulating oxide, resulting in the observed image contrast. The much greater apparent 

diameter of 50-100 nm observed using SEM by the detected secondary electrons, when 

compared to 1-2 nm true physical diameter confirmed by AFM height profile 

measurements, is a result of the long-range electric field around the nanotube. As the 

electron beam scans, the thick insulating oxide becomes charged by electrons from the 

beam which cannot move. However, the conducting nanotube is less charged since the 

electrons are able to flow along its length. Thus a potential difference between the oxide 

surface and the nanotube will result. For the case where the potential difference between 

the nanotube and detector is greater than that of the substrate and detector, the nanotube 

appears brighter with respect to the substrate. The positively charged substrate appears 

dark, the nanotube and the surrounding region is bright compared to the rest of the 

surface, broadening the apparent diameter of the nanotube to a much larger size on the 

order of tens of nanometers. Changes in the scanning parameters, such as decreased scan 

speed, increased magnification or increased beam current, as well as different geometries 

or electrical conductivity of the nanotube, can allow for the nanotube to more readily 

reach a potential equilibrium with the substrate which will degrade image contrast. For 
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higher accelerating voltages, the electron beam penetrates further into the oxide, yielding 

fewer secondary electrons near the surface and thus decreasing the sensitivity to the 

surface potential difference. Image contrast is thus best for low accelerating voltages of 

1-2 keV and drops dramatically at >3 keV. This is due to the fact that the surface 

potential is on the order of several volts. The insulator surface is positively charged when 

electron beam energy is <3 keV, but negatively charged when >3 keV as well as the 

deeper penetration of the electron beam. The positive surface potential will only exist in 

regions irradiated by the electron beam. It is important to note that the contrast difference 

is a relative observation and that the nanotube and oxide must be in close contact to 

generate a sufficient potential distribution. Also, as is well known, previously irradiated 

areas appear as dark rectangles in subsequent SEM images due to this surface potential 

contrast, burned on carbon or other contamination. If a nanotube is electrically connected 

to a metal pad or an area beyond the scanned region, the metal electrode or non-irradiated 

area can act as an electron supply reservoir, thereby allowing the conductive nanotube to 

become more negatively charged and thus appear brighter and thicker than an isolated 

nanotube. Even long unconnected nanotubes can exhibit such enhanced voltage contrast 

since, depending on primary electron beam energy and scan direction, the nanotube may 

be charged by the beam on one end and then appear charged for the remainder of the 

image.   

Homma et al. proposed an alternate mechanism for low primary-electron voltage 

imaging using an SEM of a nanotube on an insulating substrate surface (Homma 2004). 

By using the in-column type secondary-electron detector, which detects low-energy 

electrons, the insulator surface surrounding the nanotube is imaged rather than the 
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nanotube itself. This method results in bright, highly selective imaging of individual 

nanotubes. The primary electron beam irradiates the oxide, producing electron-hole pairs, 

which increases the electrical conductivity in the irradiated area and also causes 

significant secondary-electron emission from the insulating oxide surface, so electrons 

near the oxide surface are depleted. A current is induced if electrons are supplied to the 

oxide, by the nanotube acting as a conducting wire, allowing it to return to its original 

secondary-electron value. The image contrast reflects this electron-beam-induced current 

(EBIC) around the nanotube where an oxide surface contacting a nanotube appears 

brighter by emitting more secondary electrons than the average surface. Thus, the 

nanotube appears wider than its actual diameter, resulting as the sum of the electron 

scattering range and the electron diffusion length in the oxide. The in-column detector is 

optimized for low-energy secondary electron detection providing the best image of the 

bright lines which are not the direct image of a nanotube, but are rather images of the 

oxide surface current near the nanotube.  

These theories for nanotube imaging become further complicated due to the fact 

that successful SEM imaging of nanotubes that are not in contact with a substrate is also 

possible. Homma et al. later extended this picture by examining suspended nanotubes, 

which do not possess the same conducting path to the substrate as nanotubes in direct 

contact with the oxide surface (Homma 2005). Low primary electron-beam voltages <2 

keV are found to still yield the best image contrast. This is possibly explained by the 

primary beam electrons directly interacting with the nanotubes singular surface layer (the 

beam interacts with the nanotube tubular structure top and bottom sections) generating 

high-energy secondary electrons which inelastically lose their energy through multiple 
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collisions inside the nanotube surface before low energy secondary electrons escape to 

the detector. Distinct contrast models to explain this have been proposed by Finnie et al. 

which describe the charged suspended nanotube deflecting the emitted secondary 

electrons or, alternatively, the charge suspended nanotube produces a locally varying 

secondary electron yield (Finnie 2008). Additionally, the supports propping up the 

nanotube allow charges to flow along the length of the nanotube and give rise to 

electrostatic interactions between the nanotube and substrate. The nanotube is then at a 

lower potential than the substrate and a dielectric substrate will be polarized by the 

electron beam, allowing any positive charges in the substrate to be drawn towards the 

surface and thus the nanotube. This provides a contrast imaging mechanism due to 

different charge distribution, and a dark contrast due to excess positive charge. 

In addition, the SEM image contrast can be related to the electrical properties of 

the carbon nanotube. Metallic and semiconducting single-walled carbon nanotubes on a 

silicon dioxide substrate may have noticeably different contrasts under SEM due to their 

conductivity difference. Thus, they can be distinguished and effectively identified where 

some nanotubes are bright while others seem dark. Ji et al. examined contrast comparison 

due to the electron beam inducing a surface potential in the insulating silicon dioxide. 

They found that the conductivity difference between metallic and semiconducting 

nanotubes can be identified and concluded that bright ones are metallic and dark ones are 

semiconducting (Li 2012). Notwithstanding the various explanations for and capabilities 

of imaging carbon nanotubes with SEM, this technique is an immeasurably valuable tool 

for locating and fabricating nanotube devices for electrical measurements.  
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3.6.1 SEM Contamination  

Despite the many advantages of imaging carbon nanotubes with SEM, especially 

when compared to AFM, there are still some drawbacks. One universal problem is that 

there is a carbon contamination which accumulates on the image surface as the electron 

beam scans. Moreover, exposure to the electron beam is known to cause significant 

irradiation damage to the carbon nanotube electronic behavior, characterized by a 

decrease in conductance (Suzuki 2004). We and other groups find it optimal to image the 

nanotubes at both low magnification and low electron beam dose to reduce this damage. 

One possible origin of this damage is that the high-energy incident electrons from the 

primary beam can ballistically eject carbon atoms from the nanotube, known as knock-on 

damage. However, this knock-on damage should occur above a threshold in the operating 

range of high-energy transmission electron microscopes (TEM) which operate with 

beams >100 keV when one considers the very strong bonding of the carbon atoms in the 

seamless graphene sheet cylinder that forms the carbon nanotube. Instead, SEMs 

typically operate from 1-30 keV and must cause damage via other mechanisms. One 

mechanism is that contaminants, such as adsorbed oxygen, are able to adhere via van der 

Waals attraction to the nanotube due to the SEM beam irradiation (Suzuki 2004). Another 

possibility is that the electron beam produces trapped charges when penetrating into the 

oxide in proximity to the nanotube. This local charge distribution of the adsorbed 

contaminants or the trapped charges in the oxide affects the nanotube electronic 

properties by producing an electric field which induces a band gap in the local nanotube 

density of states. This contamination is unavoidable and presents itself with any 
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technique utilizing an electron beam, including electron beam lithography which is 

almost universally used to define contacts to nanotubes. Thus, due to the processing of 

nanotube devices with these trapped charges and adsorbents, the nanotubes often exhibit 

less than ideal performance. 

The SEM imaging for this work primarily used an FEI Sirion XL40 SEM with a 

thermal field emission source possessing both standard secondary electron (SE) as well as 

a through-lens detectors (TLD). The TLD detector, located in the column of the SEM, 

senses backscattered electrons and is extremely sensitive to sample surface potential. The 

TLD detector is thus a good choice for imaging of carbon nanotube devices at low 

accelerating voltages. In addition to the primary beam voltage, the selected beam size 

determines the spatial resolution, greatly affecting the image contrast and quality for 

detecting carbon nanotubes. However, unlike more typical imaging where smaller spot 

sizes yield greater resolution, larger spot sizes were found to give better contrast for 

carbon nanotubes, supporting the theory that carbon nanotube imaging is due to the 

nanotube and substrate relationship and not the nanotube alone. Figure 3.4 shows several 

SEM micrographs of the same catalyst region under different operating voltages and 

using different detectors, demonstrating the benefits of lower beam voltage, larger spot 

size, and the enhancement from use of the TLD detector. 

 

3.7 Fiducial Mark Array 

Individual carbon nanotubes grown from a catalyst stripe using CVD are randomly 

positioned and oriented on the silicon substrate. In order to fabricate carbon nanotube 
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Figure 3.4- SEM micrographs of the same catalyst region under different operating voltages 
and using different detectors. This demonstrates the benefits of lower beam voltage, larger 
spot size, and the enhancement from use of the TLD detector. 
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electronic devices, once must precisely locate these nanotubes and then be able to 

electrically contact the nanotubes. Imaging nanotubes using SEM, as described above, is 

not sufficient to then be able to immediately make contact. The fiducial marks can be 

etched into the substrate, formed by a metal with a lift-off process, or composed of other 

materials whose properties change when exposed to the electron beam. It would be ideal 

to be able to create the fiducial marks prior to nanotube growth, but these markers would 

need to survive the high furnace temperatures associated with carbon nanotube CVD 

growth. Etching into the substrate would be suitable, but would not be compatible with 

the eventual antennae metallic contact geometry to the nanotubes if used for densely 

located fiducial marks. Following global alignment marks etched into the silicon 

substrate prior to growth, fiducial markers are patterned onto the substrate relative to the 

global alignment marks in order to aid in local nanotube locating and alignment. These 

give a general sense of chip orientation and can be easily imaged by SEM. These fiducial 

markers are a local array of easily recognizable shapes and roman numerals formed using 

electron-beam lithography. These markers utilize four different elementary shapes whose 

centers are easily discernible and allow for the design of customized electrode patterns 

for each nanotube, as shown in Figure 3.5. The specific arrangement of the different 2 

micron wide elementary shapes with 50 micron center-to-center separation identifies a 

unique specific location within the entire array. Initially, following the nanotube growth, 

we used metallic shapes formed using electron-beam lithography and lift-off made out of 

thick tantalum, due to its large atomic number, for both the global alignment marks and 

fiducial marks. Eventually, we moved to a process where the global alignment marks 

were etched into the silicon substrate and used a negative tone electron-beam resist 
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Figure 3.5 – Fiducial marker array pattern based on four different elementary shapes which 
can be etched into the substrate, formed by a large atomic number metal (Ta) via a lift-off 
process, or composed of other materials (HSQ) whose properties change when exposed to an 
electron beam. The unique addressing of these shapes allow for the locating of carbon 
nanotubes and the design of customized electrode patterns around them. 

 

 

Figure 3.6 – Fiducial marker array composed of the negative tone resist HSQ which 
transforms into SiO2 when exposed to an  electron-beam. Since transformed HSQ can survive 
the elevated nanotube growth temperature, this allows for more pristine nanotubes that are 
not contaminated and damaged by an extra lithography/processing step to produce a fiducial 
array subsequent to growth. The contrast of the converted HSQ is poor at lower imaging 
voltages, but also makes for an easier overall process by eliminating the additional electron 
beam lithography step following the nanotube growth otherwise necessary.  
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hydrogen silsesquioxane (HSQ), with chemical formula H8Si8O12, for the fiducial marker 

grid, shown in Figure 3.6. HSQ, when exposed to an electron beam, transforms into SiO2 

which is able to survive the nanotube growth conditions. The SEM imaging contrast of 

the converted HSQ is relatively poor at the low imaging voltages (<2 kV) that produce 

better nanotube imaging. However, the use of HSQ makes for a more favorable process 

by eliminating the additional electron beam lithography step following the nanotube 

growth that is otherwise necessary. This allows for more pristine nanotubes, which are 

not contaminated and damaged by the electron beam during extra lithography steps, as 

explained above. Once the location of an individual nanotube is known, its diameter can 

be determined using AFM from the measured height above the substrate, as seen in 

Figure 3.7. Nanotubes with diameters < 2 nm are likely single-walled and are selected for 

further study (Purewal 2007). An alternative means of determining the single-walled 

nature of a nanotube device is measuring its current saturation at large bias. Optical-

phonon electron scattering processes stipulate a current saturation of ≈25 µA for single-

walled nanotube devices (Leonard 2008). However, this method requires electrical 

contact to first be made to the nanotube, which involves lengthy extra lithography and 

metal deposition steps in addition to the possibility of producing damage to the nanotube by 

excessive resistive heating.  

 

3.8 Lithography 

Once the specific location address within the fiducial mark array of individual single-

walled nanotubes on a chip is established using SEM and AFM, a variety of lithography 
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Figure 3.7 – Using atomic force microscopy, once the location of an individual carbon 
nanotube is determined within the fiducial marker array, its height can be measured. The 
AFM image on the left shows two carbon nanotubes with different heights in a single scan 
(denoted by arrows), where the left nanotube has a diameter~1.5 nm, signifying a single-
walled carbon nanotube, and the right nanotube appears thicker with a diameter~4 nm, 
indicating a multi-walled carbon nanotube. The false color AFM image on the right shows a 1 
µm long single-walled carbon nanotube section with height~1.5nm in between source and 
drain contacts.  
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Figure 3.8 – Optical and SEM micrographs of the bowtie (left) and log-spiral (right) 
broadband antennas with an individual single-walled carbon nanotube at the center and a 
nearby side-gate or bottom-gate electrode. 

10 
 50 
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tools are available for the fabrication of carbon nanotube electronic devices. Due to the 

randome orientation and location of the individual nanotubes, we select an electron beam 

process. This provides the greatest customized patterning for each new sample, with an 

individualized contact pattern custom tailored to the targeted nanotube. Photolithography 

was initially used for some steps associated with the process and fabrication of the 

superconducting microbridge devices used for antenna bandwidth standardization, as will 

be explained in the next chapters. This process was also eventually migrated to an electron 

beam process once new faster and easier e-beam capabilities were available at Yale. We 

used a lift-off process of the source and drain contact pattern in the shape of an antenna 

using bilayer electron beam resist. Initially the electron beam patterning was performed 

using a converted 30kV FEI XL40 SEM system, but this required substantial manual 

operation and the patterning accuracy was not ideal, especially when aiming to make 

contact to a specific nanotube at a given location. This system also only accepted small 

chip samples so the device throughput was very low. We ultimately moved to the use of a 

Vistec EBPG 5000+ electron-beam lithography system employing a 100 kV primary 

beam obtained as a part of the Yale Institute of Nanoscience and Quantum Engineering. 

This system can accommodate much larger sample substrate sizes, up to six-inches, and 

is fully automated using a laser-guided substrate stage with 15nm accuracy. The addition 

of this tool greatly increased sample throughput. After electron beam patterning in the 

Vistec system we develop in a ratio of chilled 1:3 IPA to water solution. Additionally, not 

all typical lithography steps are compatible with nanotube device fabrication; for 

example, we do not include an oxygen plasma etching after resist development to remove 

residual resist since the oxygen plasma also readily etches the exposed carbon nanotubes.  
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3.9 Metal Contacts 

Metal contacts are formed using electron beam metal deposition and lift-off in warm 

acetone following lithography exposure and development. The carbon nanotube source 

and drain contacts are defined in the lithography step to be the desired shape. The shape 

of these contacts acts as a planar antenna with far-away bonding pads, as will be 

explained in Chapter 4. These contacts allow for both dc contact to the nanotube as well 

as a means for coupling incident terahertz radiation to the nanotube. We use ~100 nm 

palladium film as the contact metal material since this has been shown to reliably achieve 

low-resistance electrical Ohmic contact to carbon nanotube devices due to good work 

function matching (Mann 2003), as will be discussed further. This was performed using 

the Kurt Lesker EJ1800 Thin Film Deposition System (PETE) or Denton Infinity 22 E-

Beam Thermal Evaporation System available in the Yale Cleanroom. Some groups use a 

titanium adhesion layer since palladium, as a soft material, does not adhere well to the 

silicon dioxide substrate; however, such an additional layer between the nanotube and 

contact metal often produce devices with inferior electrical properties characterized by 

high resistance. The presence of any energy barriers between the metal contacts and the 

nanotube will present significant effects on this nanoscale system. Sonication is not used 

to assist the metal lift-off process due to this poor adhesion as well as the tendency of 

sonication to move and break up carbon nanotubes. Reports in the literature claim that 

annealing carbon nanotube devices in a furnace at high temperature improve the quality 

of the metal-nanotube contact interface (Lu 2008) and leads to a reduction of the device 

resistance. We attempted this annealing process in argon or vacuum on several samples, 
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but for an unresolved reason found poorer results characterized by devices with increased 

resistance. 

 

3.10 Planar Antenna  

The deposited palladium film serves as a planar antenna. These sorts of antennas have 

attractive features including low profile, light weight, and ease of integration which has 

made them popular in modern wireless communication devices. Extensive 

characterization of these antennas in work for terahertz niobium microbridge bolometric 

detectors proves their ability to efficiently couple terahertz radiation to a load placed 

across its feed gap (Reese 2007, Santavicca 2007/2008). When the terahertz radiation 

strikes the antenna, it produces terahertz currents which propagate along the metal edges 

until they reach the carbon nanotube. The planar antennas used in this work primarily fall 

into the category of self-complimentary, where the structure is defined by a single angle 

(Wiesbeck 2009). This formation produces antennas whose performance is partially 

independent of source frequency, possessing a real radiation impedance ~100 Ω. Two 

common shapes in this set are bowtie (Compton 1987) and log-spiral (Dyson 1959) 

broadband antennas, as shown in the optical micrographs of Figure 3.8. A major 

challenge of this work is the significant impedance mismatch between this low-

impedance antenna and the nanotube impedance, >10 kΩ at low frequencies. This 

impedance mismatch prevents effective power transfer from the incident terahertz beam, 

resulting in suboptimal performance (Compton 1987). For this work, we can vary the gap 

space at the center of the antenna design to produce carbon nanotube antenna-coupled 
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devices possessing various lengths. Typically for this work we focused on nanotube 

sections measuring 1-5 µm.  However, a challenge that results is that misalignment can 

lead to nanotube sections bridging the gap that are longer than desired. We initially 

focused on the bowtie design since it allowed for the easy incorporation of a side-gate 

electrode. The side-gate was shown using simulations with CST Design Studio and EM 

Software & System’s FEKO software to not affect the antenna terahertz radiation pattern. 

We ultimately progressed to using log-spiral antenna design since this increased the 

operational frequency range and improved overall performance. However, these are not 

easily compatible with a side-gate electrode and we had to instead shift to embedding a 

narrow gate-electrode below the center of this structure, a bottom-gate. These alternative 

gating approaches are used because the high-resistivity silicon does not allow the 

substrate to be used as a back-gate. Also, these log-spiral antennas contact a long single 

nanotube at many locations, unlike a bowtie shape. Extra lithography steps combined 

with plasma etching are employed to remove unwanted nanotube sections that bridged 

antenna segments and make them electrically disconnected, as shown in Figure 3.9. 

 

3.11 Suspended Nanotubes 

An approach to study the properties of carbon nanotubes and remove some of the effects 

of the oxide substrate is to examine suspended nanotube devices. Suspended nanotube 

devices can be obtained a variety of ways. The few suspended devices studied in this 

work were grown over trenches etched into the SiO2 prior to nanotube CVD growth. This 

can avoid some of the effects due to trapped charges in the oxide which degrade nanotube 
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Figure 3.9 – Log-spiral antennas contact a long individual single-walled carbon nanotube at 
many locations, unlike a bowtie shape. These SEM micrographs show the result of extra 
lithography steps combined with plasma etching to remove unwanted nanotube sections that 
bridged antenna segments and make these segments electrically disconnected. The bottom 
false color micrograph shows the relevant sections of the final antenna-coupled device: 
fiducial markers (blue), bottom-gate (green), log-spiral antenna (yellow), and etched 
individual single-walled carbon nanotube (pink).  
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performance. A potential advantage of this approach for this research comes from 

suspending the nanotube over a trench which can lead to a lower thermal conductance 

and thus produce greater nanotube heating. The responsivity, as will be discussed in 

Chapter 5, is inversely proportional to the thermal conductance for bolometric devices 

and thus a lower thermal conductance from a suspended nanotube can lead to a greater 

responsivity. Unfortunately, the many attempts for suspended nanotubes at the center of 

an antenna structure created in this work in the manner described, as shown in Figure 

3.10, were unsuccessful and only resulted in inadequate high-resistance devices. 

 

3.12 dc Characterization 

Once all the fabrication steps are completed, initial electrical testing is performed on each 

nanotube device at room temperature in ambient conditions using a probe station. First, a 

direct-current low-bias regime measurement is taken at zero gate voltage to determine the 

natural two-terminal nanotube device resistance, usually biased in the 10 mV range. 

Large bias voltages or current can damage carbon nanotube devices. The nanotube device 

acts as a field-effect transistor where a constant bias voltage is maintained across the 

nanotube by the source and drain antenna contacts, and the voltage applied to the side-

gate or bottom-gate electrode is swept, as shown in Figure 1.4. The applied gate electrode 

voltage produces an electric field that can modulate the electrostatic potential in the 

nanotube channel which moves the energy band up for negative gate voltage resulting in 

positive charge in the nanotube channel, and moves the energy band down for a positive 

gate voltage resulting in negative charge in nanotube channel. Semiconducting nanotubes 
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Figure 3.10 – Suspended carbon nanotube devices were 
grown over trenches etched into the SiO2 prior to 
nanotube growth avoiding the effects due to trapped 
charges in the oxide which degrade nanotube electrical 
performance.  
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are easily discerned by seeing a change from a conducting ‘on’ state, low resistance, to a 

very high resistance ‘off’ state as a function of gate voltage. The gate voltage limits are 

maintained to avoid breakdown of the silicon dioxide or avoid gate leakage. Nanotube 

devices are often p-type due to oxygen doping when measurements are taken in air 

(Derycke 2001). Sections with low-resistance nanotube devices are then scribed into 

smaller individual 5 x 5 mm chips for direct-current and radio-frequency testing in a 

dipstick at low temperature and ultimately for THz testing in an IR-Labs optical-access 

cryogenic dewar.  

 

3.13 Electrostatic Discharge Damage and Device Yield 

Small electronic devices face the inherent challenge of sensitivity to electrostatic 

discharge (ESD). Due to their extremely small size, once metallic carbon nanotubes are 

contacted, they are extremely electrosensitive and can be significantly damaged by the 

sudden release of built up charge or the application of abrupt large voltages. This can lead 

to a dramatic increase in the device resistance or, more typically, can completely destroy 

a device. Special care must be taken, especially in regard to proper electrical grounding, 

when dealing with these sensitive devices, especially during the device wirebonding, 

general handling, and throughout all electrical measurement stages. Countless devices 

fabricated in the course of this research were damaged despite concerted efforts to keep 

them as protected as possible. Dramatic SEM images showing a device following metal 

deposition and then after later device failure from a large side-gate voltage are shown in 

Figure 3.11.     
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Figure 3.11 – Contacted metallic carbon nanotubes are extremely electrosensitive and can be 
significantly damaged by the sudden release of built up charge or the application of an abrupt 
large voltage/current. The top images show a pair of SEM micrographs displaying a device 
before any electrical measurements (left) and after the application of a voltage ~10 V causing 
breakdown of the SiO2 from the gate electrode where the nanotube is no longer visible (right). 
The bottom image pair shows a device before electrical measurements (left) and after an ESD 
event that completely destroyed the active region of the device (right).      
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 The device yield in this research was extremely meager when considering the 

large number of carbon nanotubes grown on a given chip to the number of usable 

fabricated devices of a high-quality individual single-walled metallic carbon nanotube at 

the isolated center of a planar antenna with side-gate. After the initial growth, only 

isolated nanotubes are selected for further study; of these, only single-walled nanotubes 

are chosen; the processing involved with making electrical contact to these few nanotubes 

can result in slight nanotube motion on the substrate, resulting in numerous misaligned 

nanotube devices; of the few aligned nanotube devices, electrical measurements then 

reveal which of these are metallic as compared to semiconducting; of these metallic 

nanotube devices, only a handful are shown to be high-quality, characterized by relatively 

low resistance (<100 kΩ); for devices in the log-spiral geometry, the oxygen plasma step 

often would lead to the decreased performance of the center nanotube section or to its 

complete removal; generally, of these rare devices, many would cease to function due to 

ESD events or measurement issues, such as gate leakage. Thus, the ultimate device yield 

as a part of this specific research project was very low and one of the major challenges 

that had to be faced. Fortunately, with a lot of effort and patience successful devices were 

indeed possible and allowed for measurements, as will be described in the next chapters.  

 

3.14 Summary 

The development of nanoscale systems for operation at high-frequency and low 

temperature can be very complex. There are many steps involved in the fabrication of 

carbon nanotube devices: substrate preparation before carbon nanotube growth, the 

intricate growth conditions necessary for optimal nanotube self-assembly, the process for 
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addressing the location of individual single-walled carbon nanotubes, and ultimately 

creating electrical contact for further high-frequency study. The progress that the 

microelectronics industry has experienced in developing new tools and techniques over 

the past few decades has allowed for the realization of these very sensitive nanofabricated 

antenna-coupled single-walled carbon nanotube electronic devices for the THz 

measurement setup described in the next chapter.   
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Chapter 4 

THz Measurement Setup 

 

 

 

 

4.1 THz Regime 

Technology operating in the terahertz (THz) frequency range, the region of the 

electromagnetic spectrum typically defined from 0.1 to 10 THz (0.4–40 meV), offers 

advantages in a large range of areas including medical imaging, advanced sensors, 

security screening, electronics, and wireless communications (Siegel 2002, Ferguson 

2002). For example, clothing is transparent at such frequencies and explosives possess 

spectral signatures easily detectable at terahertz, allowing for the straightforward and 

effective detection of concealed weapons or dangers without the hazards of conventional 

means. In addition to the social impact possibilities offered by THz technology, this 

frequency range presents a versatile scientific tool for the study of fundamental physical 

phenomenon. It is at THz frequencies that small molecules rotate, excited electrons orbit, 

gaseous and solid-state plasmas oscillate, biological proteins vibrate, and superconductor 

energy gaps resonate. Moreover, the speed of operation for solid-state devices is ever 

increasing and there are many desired applications of systems possessing frequency 

bandwidths in the THz range. This unique regime finds itself at the fascinating 

103



intersection of electronics and photonics as well as at the transition of the classical 

depiction to quantum description of electromagnetic waves.  

Operating in this radiation range, however, remains a challenge with a deficiency 

of available technologies for generation and detection. The energy of room temperature 

corresponds to 6 THz (25 meV) and presents substantial background (thermal) sources of 

incoherent light. Further difficulties arise due to power limitations, frequency stability 

and tunability, beam pattern resolution, and atmospheric attenuation by water vapor. 

Existing between the sophisticated optical tools accessible at infrared wavelengths and 

the mature microwave capabilities that exist at lower frequencies, as shown in Figure 4.1, 

this underdeveloped regime is oftentimes referred to as the “THz gap” in the 

electromagnetic spectrum. Current electronic devices operating in the THz range are 

expensive, bulky and often require special operating conditions, such as extreme 

cryogenic cooling, to function.  

To solve some of these issues, carbon nanotubes have been considered for a wide 

range of THz optoelectronic devices owing to their unique electronic properties, such as 

low heat capacity (Hone 2000) and ultra-fast thermal time constants (Lauret 2003). THz 

photon-assisted single-electron tunneling detectors based on carbon nanotube quantum 

dots have recently been proposed as highly sensitive terahertz spectrometers (Rinzan 

2012). Other features of carbon nanotubes have led them to be proposed for a variety of 

terahertz applications (Portnoi 2008, Hartmann 2013), but those are beyond the scope of 

this thesis.  
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Figure 4.1 – The electromagnetic spectrum highlighting the underdeveloped THz 
“gap” regime existing between the sophisticated optical tools accessible 
at infrared wavelengths and the mature microwave capabilities that exist at lower 
frequencies (Ferguson 2002). 

 

 

Figure 4.2 – The Fourier Transform Infrared Spectrometer (FTIR) is primarily 
composed of moveable mirror that can translate back and forth, a mirror fixed in 
position, and a beamsplitter. The beamsplitter divides the collimated radiation from a 
hot blackbody globar into two beams which then recombine after reflection from the two 
mirrors. The recombined beams constructively or destructively interfere depending on 
the relative displacement between the fixed and moveable mirror beam path lengths. The 
combined beam is then focused on a lens-mounted antenna-coupled carbon nanotube 
device in an optical access cryostat for detection.  
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By using THz radiation we can examine the high-frequency electronic properties 

of carbon nanotubes, as explained in Chapter 2, as a means of studying and verifying a 

physical one-dimensional conduction model as well as laying the framework for the 

development of carbon nanotube devices operating at such high-frequencies. The details 

of this chapter draw on previous work on terahertz detection using superconducting Nb 

microbridges (Reese 2007, Santavicca 2007) to develop an experimental technique for 

probing the one-dimensional behavior of carbon nanotubes using analysis of their THz 

spectral response. 

 

4.2 Carbon Nanotubes at THz  

Theoretical treatments of the possible interaction of high-frequency radiation with carbon 

nanotubes to extract the propagation velocity have been performed (Ponomarenko 1996, 

Cuniberti 1998, Sablikov 2000) and P. Burke made important specific predictions (Burke 

2002). However, there is very limited experimental work on carbon nanotubes in the THz 

range. Previous work on individual single-walled carbon nanotubes in the time-domain 

THz range (Zhong 2008) was discussed in Chapter 2 and reported no conclusion of 

collective one-dimensional behavior. More recent work at UMass focused on the 

development of sensitive direct THz detectors based on carbon nanotubes. This work 

reported on THz detection and generation utilizing bundles of carbon nanotubes (Carrion 

2009) using similar techniques to those described in this chapter. Other work has shown 

the generation of THz radiation from Joule heated single-walled carbon nanotube bundles 

(Kibis 2007, Muthee 2011). It has been predicted that plasmon resonances in the carbon 
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nanotubes could be revealed in the THz emission radiation spectrum, but no evidence of 

this was observed. Muthee reported no discernable change of the THz spectrum as a 

function of the single-walled carbon nanotube bundle length. The use of heterogenous 

bundles of nanotubes instead of a single individual nanotube may complicate and 

possibly conceal the observation of this behavior. In addition to intrinsic device 

complications, there are many natural challenges to coupling THz radiation to carbon 

nanotubes and limited methods for characterizing the experimental results. Besides the 

lack of available standard THz technology, the inherent high-impedance of nanotube 

devices makes coupling radiation from free space or low-impedance transmission lines 

extremely difficult. Novel approaches are necessary to probe the electrical transport of 

these systems at THz frequencies.  

 

4.3 THz Measurement Setup 

In order to efficiently deliver THz radiation to an individual single-walled carbon 

nanotube, we utilize a quasi-optical coupling technique employing a lens and planar 

antenna scheme. The broadband THz generation and spectral response measurement is 

achieved using a Fourier Transform Spectrometer and an optical-access cryostat. 

 

4.3.1 Spectrometer 

Our experimental setup for obtaining a THz spectral response uses a Fourier transform 

infrared spectrometer (FTIR). This is an optical instrument composed of a Michelson 
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interferometer that measures the spectrum from a radiating source by modulating 

radiation via interference (Smith 2013). The Fourier transform of the signal then reveals 

the frequency spectrum. The basic interferometer components are a moveable mirror that 

can precisely translate back and forth, a mirror fixed in position, a beamsplitter, a source, 

and a detector. As seen in Figure 4.2, the ideal beamsplitter divides the incoming 

radiation from a blackbody source into two beams, transmitting half of the radiation to 

the fixed mirror and reflecting the other half to the moveable mirror. The beams are each 

then reflected back to the beamsplitter, a 6mm thick, 100mm diameter high-resistivity 

silicon wafer, where the resulting beams are recombined and passed to the detector. The 

signal impinging on the detector, which in our case is the nanotube device itself, is a 

function of optical path difference (OPD), the difference in distance the beams travel 

through the two arms of the interferometer. The translating moveable mirror produces a 

frequency-dependent relative phase difference between the two beams. This causes the 

partial waves to interfere constructively if the OPD is an exact multiple of a wavelength 

λ, i.e. 2x=nλ, where n is an integer, yielding maximum detector signal/power. Similarly, 

minimum detection occurs when destructive interference occurs if 2x is an odd multiple 

of λ/2. A unique point of symmetry and natural reference point exists when the two 

mirrors are equal distance from the beamsplitter. Here, the OPD is zero and the radiation 

of all wavelengths/frequencies constructively interfere, leading to a very bright central 

extremum of the interference pattern. As the OPD grows, a sequence of constructive and 

destructive interactions between the two portions of beam form a complicated 

interference pattern called an interferogram, which has limited intuitive resemblance to 

the measured spectrum. A single frequency monochromatic source would produce an 
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interferogram that is a single sinusoid; a broadband polychromatic source produces a 

signal dominated by a centerburst, a big spike in the center, and decaying with increasing 

OPD, as shown in Figure 4.3 for a Nb superconducting bolometer. The OPD interval, ∆x, 

determines the highest frequency accessible by the FTIR, commonly referred to as 

Nyquist frequency, where 𝑓𝑚𝑎𝑥 = 𝑐
4  ×  ∆𝑥

. The translatable mirror employed is controlled 

by a computer-controlled Ealing EncoderDriver precision linear actuator system with a 

10mm range and 0.02 µm linear resolution. We use a typical step size of 20 µm 

corresponding to a maximum frequency of 3.75 THz. The final spectrum contains 

information at all frequencies from zero up to the Nyquist frequency at equidistant 

intervals. However, the scientifically useful information is restricted by the “optical 

passband” to which the detectors, filters, etc. operate and contribute. The optical 

passband for our system is from ~100 GHz, due to blackbody source aperture iris size of 

6 mm, to ~4 THz, from infrared/visible filters. The interferogram acquires a broadband 

spectra collecting all wavelengths simultaneously. This possesses all the Fourier 

component information and can be translated into a spectrum by performing a Fourier 

Transform using the Fast Fourier Transform algorithm technique developed by Cooley 

and Tukey (Cooley 1965). The inset (a) of Figure 4.3 shows the spectral response 

resulting from the Fourier Transform of an interferogram for a Nb superconducting 

microbridge bolometers for both bowtie and log-spiral antenna structures. An FTIR is 

capable of high resolution because the resolution limit is the inverse of achievable OPD. 

The maximum spectral resolution for a FTIR is given by the maximum distance the 

mirror can travel xmax:  
𝑐

2  ×  𝑥𝑚𝑎𝑥
.  
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Figure 4.3 – The interferogram, device response as a function of mirror displacement, produced 
by a broadband source with a Nb superconducting bolometric detector. The signal is dominated 
by a centerburst, a big spike in the center, corresponding to constructive interference at all 
frequencies with zero path difference between the spectrometer mirrors. The signal decays and 
becomes more complicated with increasing path difference. Fourier transforming the 
interferogram gives the spectral response as shown in inset (a) for two antenna geometries. Inset 
(b) displays the results of FEKO simulations of the bowtie antenna response for different 
geometries (courtesy of C. McKitterick). The 200 µm × 200 µm bowtie is selected due to its 
relatively flat response and shows a second-order resonance around 0.5 THz.    

 

 

  

Figure 4.4 – Illustration of the quasi-optical coupling scheme for effectively coupling 
radiation from free-space to the antenna-coupled nanotube using a hyperhemispherical lens 
made of high-resistivity silicon. 
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There are many inherent challenges in the use of FTIR spectroscopy, including 

background effects, beam alignment, efficiency losses, as well as sampling errors. This 

approach is not purely reflective of the sample’s spectral response but also of the 

materials composing the FTIR system, including the beam splitter, filters, windows, 

antenna, and environment. The transmission through each of these will be evident in the 

ultimate spectral results and must be accounted for. Any FTIR systems will suffer from 

imperfect overlap of the two light beams upon recombination. Often, the efficiency losses 

worsen with increasing OPD leading to a gradual loss in information in the interferogram, 

resulting in apodization, reducing the spectral resolution and features. Noise on the 

baseline of the interferogram can result from bright point sources due to limited pointing 

stability, a measure of how much the beam position drifts from the ideal target over time. 

This stability can be affected by a number of factors both internal and external to the 

source itself, including physical motion, heat buildup, air currents, and any other 

variations. A double-sided interferogram records data on either side of the centerburst 

and can identify asymmetries in the interferogram. Such asymmetries can be derived 

from various sources, including random noise in the source, such as varying flux levels 

due to source brightness variations; dispersive elements within the interferometer system 

leading to varied optical path lengths at different frequencies (the refractive index of 

dielectric media depends on frequency); maximum signal may not occur precisely at zero 

path displacement leading to mis-sampling (none of the discrete sampling positions 

coincides exactly with the proper position of zero path displacement); phase delays of the 

optics or  read-out electronics. Another issue is that the Fourier Transform on discrete 

measurements only approximates the continuous Fourier Transform. Adding zeros to the 
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end of the interferogram before Fast Fourier Transform is performed can increase the 

number of points per frequency in spectrum. Thus, this zero-padding of the interferogram 

has the effect of interpolating the spectrum, reducing error and increasing resolution 

(Herres 1985). 

 In addition to the basic spectrometer components, a variety of parabolic focusing 

elements are used in our FTIR system. These 90-degree off-axis parabolic mirrors are 

used for collimating and focusing light external to the basic interferometer. These 

parabolic mirrors are broadband, reflecting nearly all the incoming radiation up to high 

frequency and do not exhibit any dispersion. Another key feature is that they do not 

display any chromatic aberration, so the focal spot stays the same for any 

frequency/wavelength. We align the mirrors by locating the signal from the globar using 

a near-IR viewer. The chosen parabolic shape is ideally suited for collimating the light 

from small sources. Light from a point source at the focus of the parabola will be 

transformed after reflection into an ideally parallel beam. Conversely, this also tightly 

focuses collimated beams of radiation, where a parallel beam is focused into tiny focal 

spot which is approximately plane wave. This remains true for any part of the ideal 

parabola, so any subsection can be used tolerating significantly less meticulous 

alignment. We use a parabolic mirror to collimate the light from our blackbody globar 

point source. Another parabolic mirror carefully aims the THz beam at a 25 µm thick 

Mylar (polyethylene terephthalate) sheet window and expanded Teflon 

(polytetrafluoroethylene) sheet, used as infrared and visible filter, attenuating strongly 

above 4 THz, behind which the antenna-coupled nanotube device was mounted in a He 

cryostat IR Labs liquid 4He optical-access cryostat and electrically connected using SMA 
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connectors allowing for rf measurements. The THz power that ultimately reaches the 

antenna-nanotube device is reduced due to numerous optical losses which must be 

accounted for when calculating intrinsic responsivity. The entire FTIR system and 

cryostat are contained in a dry nitrogen box with a relative humidity ≤5%, measured with 

a commercial hygrometer, since water vapor absorbs radiation in the THz frequency 

range. This setup allows for the dc, rf and THz characteristic measurements of carbon-

nanotube devices as a function of temperature with the temperature sensor mounted on 

the sample metal block. 

 

4.3.2 Quasi-Optical Coupling 

A simple means of effectively coupling radiation from free-space to a detection element 

is through the use of a quasi-optical coupling scheme, originally introduced by Rutledge 

and Muha (1982). In this setup, as shown in Figure 4.4, a hyperhemispherical lens 

focuses the free-space signal onto a broadband planar microantenna integrated on-chip. 

The antenna collects the THz radiation, converting the electromagnetic wave into a high-

frequency electrical signal delivered to the sensing device, e.g. a carbon nanotube or 

superconducting microbridge. The antenna also serves as the dc source and drain 

electrodes for measurement of the dc output signal. The dielectric lens is made of high-

resistivity silicon with a 6 mm diameter hemisphere and an extension length such that the 

radiation will strike the antenna at the focal point of the lens. The radiation directivity can 

be strongly dependent on this extension length (Filipovic 1993). The lens and antenna are 

carefully aligned with one another using the aid of an alignment piece under an optical 
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microscope. The alignment piece is a high-resistivity silicon chip with patterned 

markings on both sides, one side with orthogonal lines pointing towards the chip center 

and the other side with a concentric circle equal in diameter to that of the lens centered on 

the chip. The lens is aligned with the alignment circle by hand under optical microscope 

magnification and carefully glued in place using ultraviolet curing glue. Afterwards, the 

desired antenna device is similarly glued in place on the counter-side of the alignment 

piece. This method matches the dielectric constants between the lens and substrate, so 

that no substrate modes will develop. This configuration includes additional advantages 

in that dielectric lenses can produce high-quality focused Gaussian beams that can be 

efficiently coupled, and it also leverages the preferential coupling of radiation energy 

from the high dielectric medium and thus to the antenna through the substrate. Thus, most 

of the incoming THz power is radiated towards the device. The lens diameter is 

sufficiently large so that curved surface is in the far field of the antenna. The incoming 

THz radiation becomes a planar wave at the focal plane of the lens as the beam is 

narrowed and is efficiently coupled to the antenna and converted into THz currents. The 

THz currents propagate along the antenna metal edge and enter the carbon nanotube 

device as the load in the middle of the antenna gap. Misalignment of the lens can result in 

a skewed interferogram and power loss. This can cause a cutoff of higher frequencies 

since the focal spot in this range possessing finer wavelength provides less alignment 

tolerance for the signal satisfactorily reaching the antenna. The antenna-coupled device 

and lens combination is mounted on copper sample holder for two-wire contact plus a 

gate connection and are then wirebonded to make dc contact to the nanotube device and 

for placement in an optical-access cryostat.  
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4.3.3 Planar Antennas 

Planar antennas are lithographically patterned nearly-two-dimensional structures on a 

dielectric substrate to couple incident radiation from a spatially distant source that 

radiates electromagnetic waves in its direction to a detector with sub-micron dimensions. 

The antenna dimension is typically a large fraction of the incident radiation wavelength. 

The planar antenna configuration limits the radiation coupling to only a single mode. The 

Nyquist thermal noise formula gives the single mode model of a planar antenna with an 

equivalent circuit as a voltage source connected to an antenna impedance and a load 

impedance. In this model, for the case of perfect impedance matching and low-frequency 

Rayleigh-Jeans limit (kBT ≪ hf), the power delivered to the antenna is given by 𝑃 =

𝑘𝐵𝐵𝑇, where kB is the Boltzmann’s constant, B is the coupled antenna bandwidth, and T 

is the temperature (Santavicca 2009).  

There are two classes of planar antennas: resonant and non-resonant (or travelling 

wave) antennas. Dipole antennas are typically resonant antennas with relatively narrow 

bandwidth, where a half-wavelength dipole can be made to resonate with a purely real 

input impedance. The resonance condition for a half-wave dipole is the antenna’s 

physical length corresponding to half a wavelength. Bowtie and spiral antennas are 

examples of non-resonant antennas and they possess wide bandwidth. For this thesis 

work, large bandwidth antennas are preferable for observing the periodic standing wave 

resonances on a carbon nanotube over a large frequency range. The planar antennas used 

primarily fall into the category of self-complementary where the structure is defined by a 
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single angle (Wiesbeck 2009). For ideal conditions, such as perfect conductors and 

dielectrics with exact dimensions, the invariance under change of scale allows the 

antenna performance to be partially independent of source frequency. This provides a low 

real radiation impedance 𝑍𝑎𝑛𝑡  ≈ 𝑍𝑜/�2(1 + 𝜀) for self-complementary antennas, where 

Zo is the impedance of free space and ε is the dielectric constant of the substrate material. 

The initial THz antenna used in this work consists of a 90° self-complementary bowtie 

structure realized by e-beam evaporation of Pd. A bowtie antenna is a bitriangular sheet 

of metal, defined by a bow angle, with a feed at its vertex and would be frequency 

independent if its sides extended to infinity. However, practical bowtie antennas must 

have a finite gap between feed points and finite size, leading to limited bandwidth. 

Similarly, a spiral is a geometrical configuration described by angles, and thus frequency 

independent, that are circularly polarized with the winding sense of the spirals. 

Calculated radiation efficiencies for dipole, bowtie, and spiral IR antennas are 20%, 37% 

and 25% respectively (Gonzalez 2005). Substrate effects, such as unwanted modes in a 

thick substrate, can vary as a function of frequency and also affect antenna efficiency. In 

order to couple a THz signal to an individual nanotube, we utilize a bowtie antenna with 

overall dimensions measuring 200 μm by 200 μm or log spiral antennas measuring 300 

μm by 300 μm. The low antenna impedance of ~100 Ω is significantly mismatched to the 

nanotube impedance >10 kΩ. This prevents effective power transfer, resulting in very 

small signal and suboptimal noise performance. However, a ~10 kΩ antenna would be 

well-matched to a nanotube, but would be very poorly matched to free space if it could be 

constructed. The antenna geometries described were selected for their simplicity, 

robustness to variation in geometrical parameters, and the ease of including a side-gate. 
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The antenna fabrication details were discussed in Chapter 3 and, as mentioned there, 

numerical simulations show that the side-gate does not significantly affect the antenna 

properties. 

 

4.3.4 THz radiation source 

All matter with a temperature above absolute zero emits thermal blackbody radiation, and 

THz radiation is emitted from anything with a temperature above a few Kelvin. The 

cosmic microwave background radiation extends weakly to the THz range. Broadband 

sources exist for a variety of frequency ranges of the electromagnetic spectrum. Mercury 

arc lamps are typically used for near-infrared radiation, tungsten-based filaments for the 

mid-infrared, and silicon-carbide globars for far-infrared. Thus, as our broadband thermal 

source we utilize a Surfaceigniter Corp. model 1034K silicon-carbide globar.  The 

temperature of the globar and its corresponding THz output varies with the bias voltage. 

The globar output temperature was determined as a function of the applied 

voltage/current to the globar by measuring the brightness of the radiation produced by the 

globar (Connelly 2009), as shown in Figure 4.5. This approach uses a calibrated 

consumer digital camera to take a picture of the globar and then decomposes the image 

into various wavelengths using the camera’s color filter array. The temperature of the 

globar is then established from the image brightness. We choose a typical operating 

voltage of 20 V for globar function, corresponding to a temperature of ~1300 K. At ~1 

THz, the emission is essentially frequency independent, since kBT ≫ hf . 
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Figure 4.5 - Globar output temperature as a function of the applied voltage 
obtained by measuring the brightness of the globar output radiation with a 
calibrated digital camera.  

 

 

 

Figure 4.6 – Equivalent circuit model of a single-walled carbon nanotube 
(from Figure 2.4 in dotted ellipse) with a planar antenna acting as a THz 
voltage source with an antenna impedance Zant. The nanotube is shown to 
include a contact resistance Rc, contact capacitance Cc, resistance quantum 
RQ (=26 kΩ), characteristic impedance Zchar, and internal resistance per 
unit length rint.  
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The THz source seen by the antenna-coupled device is modulated between the hot 

globar (T ~ 1300 K) and the “cold” room temperature (T ~ 300 K) by an optical chopping 

wheel rotating at a rate of ~300 Hz. The power varies by Thot ~ 1300 K to Tcold ~ 300 K.  

This chopper was positioned initially in front of the cryostat window and later moved in 

front of the globar. The low-frequency antenna-coupled nanotube output, the difference 

in voltage across the device with a tunable dc bias current applied to the device, is read 

out with a lock-in amplifier at the chopping wheel reference frequency. The chopper 

serves as a modulation signal, thus only measuring the voltage difference that is in phase 

with the THz power modulation. The effective temperature of the signal reaching the 

chopper is taken as T ≈ 650 K due to the beamsplitter, which only couples half of the 

globar power to the device. The chopper is at room temperature, but we take its effective 

temperature to be T ≈ 250 K to account for partial reflection off the surface of the 

chopper from the colder cryostat environment when the chopper is position in front of the 

cryostat. This results in a temperature difference ΔT ≈ 400 K, assuming perfect optical 

and THz coupling.  

The THz electrical coupling is understood with the equivalent circuit of the planar 

antenna and THz source combination of Figure 4.6, where the antenna, with a low source 

impedance Zant ≈ 60 Ω, presents a THz voltage signal to the nanotube transmission line model 

presented in Chapter 2. The rms THz voltage difference at the single-mode antenna terminals 

due to the blackbody source chopping is  

( )2 4THz B antV k B T Zη∆ = ∆     (4.1)  
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where kB is Boltzmann’s constant, B is the antenna bandwidth, ΔT is the source 

temperature difference, and η is the power coupling efficiency of the optical system. The 

rms THz voltage is typically on the order of 300 µV and does not include the significant 

impedance mismatch between the antenna and carbon nanotube, which will only transmit 

at best ~1% of this THz voltage.  

 

4.4 Superconducting Bolometer as Normalization 

Previous work by our lab has utilized superconducting hot electron bolometers for 

terahertz sensing applications. Using such devices integrated into the FTIR system 

provided measurements of the bandwidths of the different antenna geometries (Reese 

2007, Santavicca 2007). Using an impedance-matched antenna-coupled broadband Nb 

absorber/bolometer, we determine the optical coupling efficiency and the antenna 

bandwidth. Excluding the interferometer, we found an optical coupling efficiency of η ≈ 

15% (Santavicca 2007). In this measurement, the blackbody source filled the entire field 

of view of the device lens. This value of η ≈ 15% is taken as an upper bound for the 

coupling efficiency with the interferometer, as any misalignment of the interferometer or 

mismatch between the interferometer beam pattern and the antenna beam pattern will 

result in a decreased η. Equation 4.1 is in the low-frequency blackbody limit for coupling 

to a single-mode detector, which is appropriate for our carbon nanotube device at the 

THz frequency, f, since /Bf k T h<  ≈ 5 THz for T = 250 K. The frequency response of 

the antenna and the optical system was measured with an Nb bolometer at the bowtie 

antenna feed instead of a nanotube. The device voltage response at the chopping 
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frequency is measured as a function of mirror displacement to produce an interferogram, 

which is then Fourier transformed to determine the spectral response. We find that the 

frequency response of the bowtie antenna plus optical system peaks at 0.5 THz with a 

bandwidth B of 0.6 THz, as shown in Figure 4.3. The expected maximum power 

delivered to our device (without taking into account impedance matching) for a bowtie 

antenna from Equation 4.1 is ≈ 1 nW. Numerical simulations with FEKO simulation 

software show that the response peak corresponds to the second-order antenna resonance 

as shown in inset (b) of Figure 4.3; the first-order resonance is below the low-frequency 

cut-off of our optical system. These Nb devices serve as a normalization for the 

background spectral response of the measurement system, including the FTIR and 

antenna-coupling. By focusing on the dc voltage response to the total THz power in the 

antenna bandwidth we can identify the dominant mechanism responsible for the THz-

frequency single-walled carbon nanotube device response. 

 

4.5 Summary 

The THz regime offers an exciting and new area for exploration and remarkable 

applications; however, there are many inherent challenges to its development and 

exploitation. Using a Fourier Transform Infrared Spectrometer system and optical-

coupling scheme, we are able to deliver a broadband THz signal to a lens-mounted finite-

length, antenna-coupled, single-walled carbon nanotube, detect the device response to 

this incident power, and form an interferogram. From this we determine the nanotube’s 

spectral response and seek out indications of the fundamental 1D collective plasmon 
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standing wave resonances that are predicted for this system. The measurements described 

in the next chapter are challenging due to the lack of readily available commercial THz 

equipment, the small THz signals accessible by this measurement setup, and the intrinsic 

large impedance mismatch between free space and nanoscale systems.      
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Chapter 5 

Carbon Nanotube THz Detection Mechanisms 

 

 

 

 

5.1 Introduction 

Carbon nanotubes have been proposed for a wide range of electronic device applications 

because of their unique properties. Several groups have investigated the high-frequency 

electrical properties of nanotubes in order to assess their potential for use in terahertz 

(THz) frequency devices (Burke 2002, Fu 2008, Carion 2009, Hartmann 2014). For 

application as high-frequency detectors, open issues remain regarding the detection 

mechanisms and the possible limiting effects of the device capacitance. We study the 

high frequency response of individual carbon nanotubes due to both a bolometric effect 

and the electrical nonlinearity of the contact resistance at low temperature. For nonlinear 

detection, we conclude that the contact capacitance will not strongly limit the THz 

performance. 

 

5.2 Detection Mechanisms 

There are two common high-frequency (radiofrequency and THz) detection mechanisms: 

bolometric detection and nonlinear detection. A bolometric detector can sensitively detect 

incident electromagnetic radiation through a heating response by generating a dc voltage, 
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or other change of a measurable parameter, in proportion to the amount of incident 

radiation power. Carbon nanotubes, with extremely small heat capacity (Hone 2004) and 

weak electron-phonon coupling (Park 2004, Santavicca 2010), could offer advantages for 

bolometric detection. Graphene, with similar advantageous properties, would make an 

excellent THz bolometric detector (McKitterick 2012). A nonlinear, or diode-like, 

detector generates a dc output signal due to the nonlinearity in the current-voltage (I-V) 

characteristic of the device. Differences in the device resistance for the positive and 

negative cycles of an incident ac signal produce power conversion as determined, to 

leading order, by the magnitude of the second-derivative of the I-V curve. An antenna 

allows for the transformation of incident radiation into an ac electrical signal, and these 

two mechanisms allow for the measurement of an associated dc output.    

 

5.2.1 Bolometric Detection 

A bolometric device is a type of thermal detector which collects incident radiation power 

Pabs in an absorber and measures the resulting change in temperature ∆T via a 

thermometer. ∆T  is given by Pabs = Gth∆T, where Gth is the thermal conductance between 

the active element of the detector and its environment. If instead an energy Eabs is 

absorbed, then Eabs = C∆T, where C  is the heat capacity of the active element. The 

absorber and thermometer need not be distinct elements. If the device exhibits a 

temperature-dependent electrical resistance R(T) = Ro + (dR/dT)∆T, this heating results 

in a change in resistance ∆R. This can be measured by means of a dc current bias, Idc, and 

measurement of the change in the dc voltage across the bolometric device, 𝑉𝑏𝑜𝑙𝑜 =
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𝐼𝑑𝑐∆𝑅 = 𝐼𝑑𝑐 �
𝑑𝑅
𝑑𝑇
� ∆𝑇. Bolometric detection can be independent of the radiation 

wavelength and only depends on the total deposited energy or power. The more absorbed 

radiation the greater the heating effect and the more dramatic the change in resistance. A 

device whose resistance significantly varies as a function of the temperature, where a 

small temperature change induces a large resistance change, yields a detector with greater 

sensitivity. Superconductors possess very sensitive temperature-dependent resistances 

when biased at their superconducting transition and are often used for this purpose as 

transition edge sensors (Richards 1994). Frequently, for devices known as hot-electron-

bolometers, the electron-phonon interaction is weak enough that the lattice temperature 

remains approximately unchanged from the bath temperature, and only the electron 

system temperature changes due to electronic heating. In this situation, the relevant 

thermal conductance is that of heat escaping from the electron system.  

An important figure-of-merit for a bolometer is the voltage responsivity SV, 

reflecting the change in voltage across the thermometer per watt of power collected in the 

absorber, 𝑆𝑉 = ∆𝑉/𝑃𝑎𝑏𝑠. Thus, the measured voltage for bolometric detection can be 

determined by: 

𝑉𝑏𝑜𝑙𝑜 = 𝑆𝑉𝑃𝑎𝑏𝑠 = �𝐼𝑑𝑐
𝐺𝑡ℎ

𝑑𝑅
𝑑𝑇
� 𝑃𝑎𝑏𝑠    (5.1) 

This result assumes that the Joule heating from the bias current is negligible; otherwise 

we must take into account the effect of electrothermal feedback (Richards 1994), which 

modifies the above equation 𝑉𝑏𝑜𝑙𝑜 = 𝑆𝑉𝑃𝑎𝑏𝑠 =
�
𝐼𝑑𝑐
𝐺𝑡ℎ

𝑑𝑅
𝑑𝑇�𝑃𝑎𝑏𝑠

1+�𝐼𝑑𝑐
2

𝐺𝑡ℎ

𝑑𝑅
𝑑𝑇��

𝑅−𝑅𝐿
𝑅+𝑅𝐿

�
, where RL is the load 

resistance. For a bolometric detection scheme, by measuring the dc device characteristics, 
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such as the temperature-dependent resistance and the thermal conductance, for a given dc 

bias and incident power, we can determine the expected dc output voltage. A typical 

single-walled metallic carbon nanotube possesses a moderate temperature-dependent 

resistance and small thermal conductance, making it a good candidate for detecting THz 

radiation using a bolometric detection scheme. 

 

5.2.2 Nonlinear Detection 

Nonlinear devices used as direct detectors are based on electrical rectification, where an 

ac signal is converted to a dc signal. Rectification will occur in any device with a 

nonlinear current-voltage relation. For a Schottky diode, the nonlinearity is due to the 

Schottky barrier at the interface between a metal and a semiconductor. Following the 

approach of Cowley & Orenson (Cowley 1966), using the Taylor expansion of V(I) to 

second order, the time-averaged dc voltage output for a nonlinear detector is given by:  
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          (5.2) 

Thus, the dc nonlinear voltage output can simply be determined from the second 

derivative of the I-V curve and the high-frequency current through the device. As 

previously discussed, carbon nanotubes exhibit a nonlinear behavior known as a zero-bias 
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anomaly at low temperature and low bias, and this can be used for nonlinear THz 

detection.   

 

5.3 Temperature Dependent Behavior  

The electrical behavior of the nanotube device is characterized by the change in 

resistance as function of temperature. Semiconducting nanotubes increase in resistance 

with decreasing temperature. Quasi-metallic nanotubes decrease in resistance with 

decreasing temperature, but often show an upturn at low bias and low temperature. The 

dc resistance Rdc = Vdc/Idc as function of temperature for a 5 µm long metallic nanotube 

device measured at moderate bias current (Idc = 300 nA) is shown in Figure 5.1. The 

approximately linear temperature dependence of the dc resistance observed above 50 K is 

consistent with electron-acoustic phonon inelastic scattering (Park 2004, Jishi 1993).  

 

5.3.1 Thermal Conductance 

To determine the expected bolometric response of an individual single-walled carbon 

nanotube due to THz radiation, we first need to determine the thermal conductivity Gth 

for cooling of the nanotube electron system (Galeazzi 2003). To find this we employ a 

technique using the device electrical resistance as a thermometer of the electron system 

(Gershenzon 1990). The Joule-heating of a nanotube due to an electrical bias current is 

used to directly assign the electron temperature. This is accomplished by simply relating 

the dc characteristics of the equilibrium nanotube resistance as a function of temperature 
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with the equilibrium nanotube resistance as a function of current. The power P dissipated 

internal to the nanotube from Joule-heating is given by the dc current and resistance as 

I2R. Johnson noise thermometry, a measure of the thermal fluctuations of the system, 

enables us to probe the temperature T of the nanotube electron system. Using Gth=dP/dT, 

we determine the thermal conductance for an individual nanotube as both a function of 

temperature and of length (Santavicca 2010). 

To study the inelastic processes for the nanotube electron system to lose energy to 

its environment and determine Gth, we examine an individual single-walled carbon 

nanotube device, denoted as NT-1, contacted at various electrode separations of length 

segments measuring 2, 5, 20 and 50 µm. We apply a global back-gate of -30V using a 

doped silicon substrate with an oxide layer beneath the nanotube and plot the dc 

resistance as function of temperature, as in Figure 5.1. We also plot the measured dc 

resistance as a function of Idc at bath temperatures of 4.2 K and 77 K. The increase in Rdc 

with increasing Idc is due to Joule heating of the electron system in the nanotube. For Tb < 

20 K a local maximum in Rdc is seen at zero bias current. This zero-bias anomaly (ZBA), 

which will be discussed in more detail later but, as explained in Chapter 2, is attributed to 

a contact effect, a reduced density of states for tunneling into a Luttinger liquid or 

dynamical Coulomb blockade. We can use the Rdc(Tb) and Rdc(Idc) data to then assign an 

average temperature of the electron system as a function of dc bias current Te(Idc).  

Johnson noise thermometry offers an alternate means for directly determining the 

average electron temperature as a function of Idc for a Joule-heated nanotube. For a 

resistor with uniform electron temperature Te, the Johnson noise power coupled into a 

matched load in the low frequency limit (hf << kBTe), is PJ=kBTeB, where B is the 

128



 

Figure 5.1 – dc resistance of a 5 μm long single-walled metallic carbon nanotube as a function 
of bath temperature measured with a dc bias current of 300 nA. (inset) dc resistance as a 
function of dc bias current at bath temperatures of 4.2 and 77 K. The increase in resistance at 
increasing bias current is due to Joule heating and the small resistance increase around zero 
bias is referred to as the ZBA (Santavicca 2010).  

 

Figure 5.2 – Average electron temperature of a carbon nanotube section as a function of bias 
current at Tb = 77 K determined from Johnson noise thermometry and from the dc data in 
Figure 5.1. The corresponding bias voltage is shown on the top axis. This confirms that the 
increase in resistance with increasing dc bias is indeed due to self-heating (Santavicca 2010). 

 

Figure 5.3 – Thermal conductance as a function of average electron temperature for various 
carbon nanotube length segments at a bath temperature of 4.2 K. The dashed lines illustrate 
different power dependencies with temperature (Santavicca 2010).  
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measurement bandwidth. We employ a differential measurement technique with a bias 

current that switches from zero current to finite current at low frequency. We measure at 

temperatures < 200 K, where lower temperature allows for greater thermal impedance 

between the electron and phonon systems, so that input power is coupled directly to the 

electrons. The device noise is measured with a 50 Ω microwave amplifier and a bandpass 

filter. We account for the coupling mismatch between the nanotube and amplifier at each 

bias current value. The amplifier output is coupled to a diode to measure power, where 

the diode response is read out on a lock-in amplifier synchronized to the on-off bias 

current frequency. We assume the total internal resistance Rint = rint ℓ of Figure 4.6 is 

heated by the bias current and Rc is temperature independent, where any power dissipated 

in contact resistance remains in the relatively massive contact thermal reservoirs. Shown 

in figure 5.2, we compare the temperature increase of the 5 µm nanotube sample at 77K 

(to avoid the ZBA feature) relating the thermal equilibrium Rdc(Tb) data to the 

nonequilibrium Rdc(Idc) data with the temperature determined by the Johnson noise 

measurement. We find reasonable agreement between the temperatures determined using 

these two different approaches. Johnson noise thermometry confirms that the increase in 

Rdc with increasing dc bias is indeed due to self-heating. Thus, away from the ZBA, the 

dc resistance is a measure of average electron temperature in both the equilibrium (Idc ~ 

0) and nonequilibrium (large Idc) cases.  

We use this knowledge of the electron system temperature to determine thermal 

conductance for cooling of the electron system. The total Joule power dissipated internal 

to the nanotube is PNT=Idc
2Rint and the thermal conductance can be found from 

Gth=dPNT/dTe. In Figure 5.3, we show Gth as a function of Te for all four nanotube lengths 
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for Te>20 K, to avoid the ZBA. We find three different temperature regions. For Te< 120 

K and sufficiently short nanotubes, ℓ < 5 µm, the dominant cooling path is out-diffusion 

of electrons into contacts; for longer nanotubes, the dominant cooling is instead into the 

substrate via emission of acoustic phonons. The thermal conductance between electron 

system and phonon system in the nanotube Ge-ph is predicted to scale at T2 for low contact 

resistance. The nanotube-substrate phonon interface conductance Gint is predicted to scale 

linearly with T (Prasher 2005). For the longest length below 50 K, we find Gth scales 

with T2 and above 50 K, Gth is proportional to T.  Above 120 K, Gth increases rapidly 

with increasing temperature, approximately as Te
5.  This is attributed to the emission of 

surface polar phonons directly into the SiO2 substrate (Santavicca 2009, 2010). Thus, the 

thermal conductance Gth has experimentally been established for a single nanotube of 

different lengths as a function of temperature. We find that for a micron length individual 

metallic carbon nanotube, the low temperature thermal conductance is less than 1 nW/K, 

which is consistent with the order of magnitude estimates for the room temperature 

thermal conductance reported (Pop 2007).    

 Returning to Equation 5.1, we can now compute the expected bolometric response 

for a typical nanotube device at low bath temperature. The bolometric voltage detected is 

given by �𝐼𝑑𝑐
𝐺𝑡ℎ

𝑑𝑅
𝑑𝑇
�𝑃𝑎𝑏𝑠. The dc bias current would be chosen to give a reasonable dR/dT 

while reducing Gth and minimizing Rdc so as to maximize the power transfer into the 

nanotube from the antenna. Examining Figure 5.1 shows that Idc = 1.5 µA is sufficient, 

with a corresponding Rdc ≈ 20 kΩ, dR/dT ≈ 200 Ω/K, and from Figure 5.3 Gth ≈1 nW/K. 

The calculated maximum power delivered to our device from a bowtie antenna in our 

FTIR setup, as discussed in Chapter 4.4, is ≈ 1 nW; accounting for the impedance 
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mismatch of the nanotube presented in Figure 5.1 with the antenna gives the absorbed 

power in the nanotube as Pabs ≈ 12 pW. Combining these gives the reasonable detectable 

bolometric output voltage as ~ 3 µV. Thus, we would expect to be able to achieve 

sufficient electron heating due to weak THz radiation to allow bolometric detection in an 

individual single-walled carbon nanotube due to the very small thermal conductance.  

 

5.4 Zero-Bias Anomaly 

In the I-V characteristic of a typical carbon nanotube device we find a pronounced 

nonlinearity near zero bias, illustrated as a peak in the resistance (dip in the conductance) 

as shown earlier in Figure 2.2. This is known as a zero-bias anomaly (ZBA) and is 

common to quasi-metallic carbon nanotubes as well as point contacts and thin-film tunnel 

junctions. The ZBA only appears at low temperature and increases with decreasing 

temperature. As briefly described in Chapter 2, this feature is not yet well-understood and 

several possible interpretations have been put forward, including Luttinger Liquid effects, 

Coulomb blockade, or the presence of energy barriers at the metal-nanotube interface 

(Hunger 2004). At low temperature and low bias, few electrons are able to transmit 

through these energy barriers and the resistance increases, while at higher bias or 

temperature, the electrons possess enough energy to overcome any energy barrier present 

and the current increases so that the resistance decreases. This resistance change will tend 

to mostly modify the contact resistance beyond the quantum resistance, and be a measure 

of how well the nanotube is contacted by the metal electrodes. In the ZBA, these non-

Ohmic ‘bad contacts’ strongly dominate the I-V characteristic and transport properties of 

the entire device, but not the  internal inherent nanotube resistance.  
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The nonlinear transport behavior arising from the presence of a ZBA allows for 

nonlinear detection.  As explained in section 5.2.2, the second current derivative of 

voltage can be used to predict the nonlinear mode detection. For a device exhibiting a 

strong ZBA, characterized by a large contact nonlinearity and considerable d2V/dI2, one 

can expect significant THz detection at low bias and low temperatures. The explanation 

of the nanotube detection in this nonlinear mode due to the ZBA at THz is complex and 

claiming a complete understanding of this anomaly and the detection process would be 

inaccurate. We, however, present a feasible explanation based on the well-documented 

contact effects of the ZBA. We note that this is in contrast to bolometric detection, which 

is due to heating of the nanotube itself, namely the internal resistance and not that of 

contacts. For large contact resistances, the heating of electrons inside the nanotube may 

be very small and thus greatly reduce bolometric detection.  

 

5.5 rf Detection  

An intermediate step before proceeding towards THz measurements is to measure the 

response of an individual single-walled carbon nanotube due to an rf signal ~10-100 

MHz that is modulated on and off. This power modulation results in a measurable change 

in dc output voltage due to the detection mechanisms discussed and provides a good 

demonstration of the THz power that could be coupled. The measured voltage at the 

modulation frequency allows one to experimentally determine the device rf responsivity 

via the electrically controlled amount of power Prf delivered to the device. For this rf 

measurement, we use both a dc bias and rf signal fed to the nanotube device through a 
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bias tee. Initially, we utilized a heterodyne measurement scheme with two rf inputs at ≈90 

MHz and ≈100 MHz and the output at the difference frequency (≈10 MHz) was measured 

on a spectrum analyzer. Later measurements used an rf signal from a function generator 

modulated from zero to maximum amplitude at 400 Hz. The device was connected to a 

lock-in amplifier whose reference signal is synced with the 400 Hz modulating frequency 

of the rf pulse. Thus, any voltage measured is in direct response to the incoming rf signal. 

The ‘detected’ lock-in voltage was recorded for several rf frequencies and powers, as 

well as device temperatures and bias voltages. The ratio of the detected voltage ∆V to the 

rf power gives the voltage responsivity:  

𝑆𝑉 = ∆𝑉
𝑃𝑟𝑓

= 𝑉𝑂𝑁−𝑉𝑂𝐹𝐹
𝑃𝑟𝑓

     (5.3) 

Indeed we find two different response mechanisms when looking at the voltage response 

as a function of bias current (Santavicca 2009, 2011). The red curves of Figure 5.4 

represents our measured data on the detection of rf (≈100 MHz) electromagnetic radiation 

by the same individual single-walled carbon nanotube sample discussed above, NT-1. 

The contacts for this sample were not designed for high-frequency rf or microwave 

measurements, limiting the accessible frequencies for investigation. We show that the 

intrinsic voltage responsivity from these rf heterodyne mixing measurements reveals both 

bolometric and nonlinear detection in two different regimes. At higher bias current, 

bolometric detection based on the dR/dT from the temperature dependent dc resistance 

and the Gth as described earlier fits the data very well, as shown in Figure 5.4. For |Idc| ≥ 

0.4 μA, the rf detection at bath temperature Tb ≈ 4.2 K is due to photon heating of the 

temperature-dependent resistance. At lower bias current, |Idc| < 0.4 μA, a nonlinear 
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Figure 5.4 – (a) Intrinsic voltage responsivity from rf heterodyne mixing 
measurement at a bath temperature of 4.2 K for NT-1, a 5 μm single-
walled carbon nanotube section with rf input power of 10 nW. The 
measured data is fit with the calculated bolometric responsivity as a 
function of bias current for |Idc| ≥ 0.4 µA and with the calculated nonlinear 
responsivity from the dc I-V curve for |Idc| < 0.4 µA. The experimental 
noise floor is also shown (Santavicca 2011).  

 

(b) rf voltage response for rf input powers of 100 nW and 1 nW for a 
device possessing larger contact resistance. At the lower input power, the 
bolometric detection at higher bias current is no longer observed. 

 

 

Figure 5.5 – THz response measured by lock-in amplifier at the chopping 
wheel reference frequency as a function of time for the hot globar 
blackbody source on/hot and off/cooling.  
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response corresponding to a non-ohmic ZBA contact characteristic of the dc I-V curve. 

The heating effect is negligible at these small currents. At Tb = 77 K, only bolometric 

detection is observed. The relative contribution of these two mechanisms depends on bias 

current, temperature and frequency. These rf experiments used a single-walled carbon 

nanotube with extremely small contact resistance, Rc ≈ 1 kΩ. However, one thing to note 

with these rf measurements is that we can arbitrarily increase the power, which is not the 

case with our THz source. For the measurement at Tb ≈ 4.2 K, the rf power was ≈10 nW, 

while at Tb ≈ 77 K, it was ≈100 nW. Several other samples studied possessing larger 

contact resistances showed similar behavior for large input power, as shown in Figure 

5.4b. For these samples at reduced input rf power ~1nW, a better representation of the 

likely THz power that would be received by the nanotube, the device response is greatly 

reduced; only the nonlinear detection is often above the noise, and the bolometric 

response is too small to be observed. This may be due to these devices where the voltage 

drop across internal part of nanotube, Rint, is very small compared to contact resistance, 

Rc. Thus, it may be hard to experimentally detect bolometric response at THz with the 

limited coupled power available for samples with large contact resistance. However, the 

Cc in parallel to Rc may allow for THz current to shunt Rc and produce bolometric 

detection.  

 

5.6 THz Detection 

The principle behind the experimental setup for THz detection is similar to that for rf 

measurements. Initially, devices receive broadband THz power and the difference in 

136



voltage between the THz signal was modulated by moving the wheel from transmitting 

hot (T ≈ 650 K) to cold (T ≈ 250 K). Figure 5.5 shows the signal modulation in phase 

with the chopping wheel for the two situations of the blackbody source on/hot and 

off/cold. The experimental setup is more complex than at rf due to difficulties and 

limitations when dealing with THz signals. Coupling the THz radiation to the nanotube 

device required techniques as described in the previous chapter. 

The differential resistance dV/dI for samples denoted as NT-2 and NT-3 is 

presented in Figure 5.6 as a function of the dc current and bath temperature Tb. The left 

side of Figure 3.8 shows an SEM image of a sample similar to NT-2. Samples NT-1 and 

NT-2 displayed a significant gate dependence; data shown for these samples were taken 

with the device in its high conducting state with a gate voltage of -30 V and -6 V, 

respectively. The conductance of sample NT-3 displayed only a weak dependence on 

side-gate voltage, which may result in part from shielding of the gate by the electrodes. 

All data for sample NT-3 were taken with a side-gate voltage of either 0 or -1 V. At low 

temperature, all devices show a ZBA peak in dV/dI at zero bias current due to the 

imperfect transparency of the contacts. At higher currents dV/dI is approximately 

independent of current for samples NT-2 and NT-3. Sample NT-3 has the largest 

resistance and the most pronounced ZBA feature, whereas sample NT-2 has more 

moderate values. As discussed above, sample NT-1, on the doped Si substrate, showed a 

small ZBA peak, ≈ 2 kΩ at Tb = 4.2 K. Only sample NT-1 has small contact resistance, 

less than the quantum resistance RQ, but this sample was not suitable for THz detection, 

as the doped substrate strongly absorbs THz. Sample NT-1, with length ℓ = 5 μm, had 

total internal dc resistance of Rint = 5 kΩ at Tb = 4.2 K; we expect that the other two 
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Figure 5.6 – Differential resistance as a function of dc bias current at Tb ≈ 8 K for samples 
NT-2 and NT-3. The increase in dV/dI around zero bias current is referred to as a zero-bias 
anomaly (ZBA). (insets) Differential resistance as a function of bath temperature for 
respective samples measured with (top) 10 nA ac and 50 nA dc bias current and (bottom) 1 
nA ac and 3 nA dc bias current. 

 

 

Figure 5.7 – Measured voltage change due to chopped THz source of samples NT-2 and NT-3 
plotted against that calculated from Equation 5.2 using the measured low-frequency I-V 
curve and the specified optical coupling efficiency η, for contact capacitance Cc = 0.  
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samples have internal dc resistances that are small compared to their other circuit dc 

resistances. We therefore define Rc in the transmission line model illustrated in Figure 2.4 

to be 2Rc = dV/dI – Rq – Rint , where Rint = rint ℓ, with rint the internal resistance per unit 

length. 

We use an audio frequency lock-in amplifier to measure the low-frequency voltage 

change due to the modulation of the incident THz power at the chopping frequency ≈100 Hz. 

At dc and audio frequencies, the sample is biased with a dc current. The high-frequency 

response due to the non-Ohmic ZBA contact nonlinearity arises from the second-order term of 

the Taylor series expansion of the I-V curve as explained above. The dc voltage change when 

chopping between the two THz blackbody sources (hot 650 K and cold 250 K wheel) is 

proportional to the second derivative of the I-V curve and, assuming the I-V curve at THz is 

the same as at the audio frequency which dV/dI is measured, is given by Equation 5.2 as  

 ( ) 2 2 21 2dc THzV I d V dI∆ = ∆ .       

The change in the mean-squared THz current, 2
THzI∆ , is computed from the equivalent 

RC circuit shown in Figure 2.4 using ΔVTHz obtained from Equation 4.1. We use AWR 

Microwave Office software to include the transmission line in the calculation. We plot in 

Figure 5.7 the measured and predicted results for ∆Vdc, first assuming that the contact 

capacitance Cc = 0 and treating power coupling efficiency of the optical system η as an 

adjustable parameter that provides an overall scale factor for optimal curve agreement at 

low currents. For both samples NT-2 and NT-3, the inferred value of η from this fitting is 

reasonable, with η = 11% and 8%, respectively. The good agreement with theory is 

evident. 
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We now consider the possible contribution to the measured THz response from 

bolometric detection. The dc voltage change due to bolometric detection, due to heating 

of the nanotube when chopping between the THz blackbody sources and neglecting 

electrothermal feedback, is given as above by Equation 5.1 with ∆Vbolo = 

Idc(dR/dT)Pabs/Gth. As described above, we estimate Gth ~ 0.1 nW/K per micron for 

samples NT-2 and NT-3. dR/dT is determined from the measured R(T), shown in Figure 

5.1. For sample NT-1, measured at ≈100 MHz and with its small Rc < Rq, the I-V contact 

nonlinearity response is found in the low current range, but for |Idc| ≥ 0.4 μA, the 

bolometric (heating) response is dominant. For samples NT-2 and NT-3, if we assume η 

= ηmax = 15%, as explained in Chapter 4.4, we can determine the maximum possible 

bolometric response. We take rint = 1 kΩ/μm and we first consider the value of Idc where 

we observe the greatest THz response. For sample NT-2 at Idc = 50 nA, we compute 

ΔVbolo,max ~ 50 nV. Similarly, for sample NT-3 with Idc = 3 nA, we predict ΔVbolo,max ~ 0.2 

nV. These values are much smaller than the measured response as well as the calculated 

response from the contact nonlinearity, Equation 5.2. The bolometric response is 

expected to increase for larger bias currents, as described by Equation 5.1. However, for 

both samples NT-2 and NT-3, the device noise increases with increasing bias current, and 

we do not observe bolometric detection in the current range presently studied. 

Additionally, the above analysis assumes that all the absorbed THz power is dissipated in 

the Rint of the nanotube, with its associated Gth; however, if the observed dR/dT is 

predominately due to the contacts and not internal to the nanotube, the power absorption 

by the comparatively large and thermally anchored contacts, with a larger Gth, may result 

in negligible heating and explain the apparent absence of bolometric response. We 
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conclude that bolometric detection was possible in sample NT-1 due to its low contact 

resistance, but this mechanism does not contribute significantly for the THz detection 

observed for higher resistance samples NT-2 and NT-3.   

Most other devices showed similar behavior to that of NT-2 and NT-3, 

characterized by nonlinear detection at low bias current. However, there were two 

antenna-coupled single-walled carbon nanotube devices that did indeed show bolometric 

detection at low temperature, as shown in Figure 5.8, at higher currents for |Idc| ≥ 0.5 μA, 

but exhibited dramatically increased noise with increasing bias current. These devices 

showed significant Joule heating at larger bias current and may possess reduced contact 

resistances, but a means of determining such properties was not possible with the 

configuration of these devices. Measurements at rf with large input power of 100 nW and 

biased at various gate voltages, exhibited both nonlinear and bolometric detection. 

However, the dc voltage response at decreased input rf power of 1 nW, comparable to the 

THz power available in our FTIR setup, is decreased and the signal for bolometric 

detection is too low to detect, as displayed in Figure 5.4b. For all devices studied there 

was no successful THz detection of either the bolometric or nonlinear type at elevated 

bath temperature of 77 K.  

In comparison, bundles of single-walled carbon nanotubes, possibly understood 

with a considerably different circuit model than that described in Chapter 2, have been 

studied by others. These exhibit a contact nonlinearity that gives rise to detection at 

microwave frequencies (Rodriguez-Morales 2006) and for a few devices at THz (Carrion 

2009), but bolometric response appears to dominate for THz detection (Fu 2008, Carrion 

2009). The bolometric mechanism is believed to dominate due to a large total contact 

141



 

 

Figure 5.8 – (top) dc characteristics for a nanotube device NT-B showing differential 
resistance as a function of bath temperature measured with a bias current of 1 nA and 
gate voltage of -32 V. (inset) differential resistance as a function of dc bias current at a 
bath temperature of 6 K and gate voltage of -13 V. At larger bias current observe Joule 
heating and a significant ZBA around zero bias current. (Bottom) Measured THz voltage 
response as a function of bias current plotted against calculated bolometric detection 
from the device low-frequency characteristics, optical coupling efficiency ηmax, and a Gth 
= 0.4 nW/K. The bolometric detection noise dramatically increases with increasing bias 
current. Nonlinear THz detection is also observed around zero bias. 

 

Figure 5.9 – Measured THz voltage response of sample NT-3 plotted against that calculated 
for nonlinear detection. The calculation uses the measured low-frequency I-V curve, the 
limiting case of maximum optical coupling efficiency ηmax, rint = 1 kΩ/µm and various values 
of Cc in the transmission line circuit model of Figure 4.6. The data are best fit with Cc,max ≈ 40 
aF; the actual value is likely smaller. 
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capacitance, inferred for the bundle to be ≈1-10 fF, effectively short circuiting the 

nonlinear contact resistance at THz frequencies, but not at microwave frequencies. We 

find that the THz detection mechanism of the individual single-walled carbon nanotubes 

(Rc > 10 kΩ) at low bias current arises from the nonlinear I-V curve due to non-Ohmic 

contacts, and the capacitance Cc does not short circuit Rc, and arises from bolometric 

detection at higher current for devices with small Rc.  

 

5.6.1 THz Responsivity 

A standard figure of merit for THz detectors is the voltage responsivity SV, defined as the 

output voltage change divided by the input THz power, SV = ΔVdc/ΔPTHz as in Equation 

5.3. The internal responsivity Sint refers to the THz power coupled into the device, while 

the external responsivity Sext refers to the available THz power (that which would be 

coupled into a matched load). Sext is a more relevant quantity than Sint, as this is the 

responsivity that would be achieved in an actual application. We find for samples NT-2 

and NT-3 Sint ≈ 2 MV/W and 100 MV/W, respectively, for the maximum nonlinear 

response (Cc = 0). We compute Sext ≈ 10 kV/W and 15 kV/W for samples NT-2 and NT-

3, respectively. We expect for sample NT-1, from the data measured at 100 MHz and 

assuming that capacitances of the circuit in Figure 2.4 would not limit the response, that 

Sext ≈ 5 kV/W for the maximum nonlinear response and ≈ 3 kV/W for the peak 

bolometric response. These are lower than the values found for samples NT-2 and NT-3 

because the nonlinear contact resistance (the ZBA) of sample NT-1 is a much smaller 

fraction of the total resistance. 
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TABLE 5.1. Summary of low temperature sample characteristics. RZBA is the observed ZBA resistance 
increase around zero dc bias current. THz response due to the nonlinear I-V occurs at low current; 
bolometric response for sample NT-1 is observed for |Idc| ≥ 0.4 μA. Cc,max is the maximum capacitance 
determined with a maximum coupling efficiency ηmax = 15%. 

Sample Length (μm) Frequency Observed THz Response 
Bolometric     I-V nonlin. 

RZBA 
(Tb = 4K) 

Cc,max 
(η = 15%) 

NT-1 5 100 MHz Yes Yes 2 kΩ - 
NT-2 1 0.5 THz No Yes 15 kΩ 70 aF 
NT-3 4.5 0.5 THz No Yes 1.8 MΩ 40 aF 
NT-B 4.5 0.5 THz Yes Yes 60 kΩ - 
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5.7 Estimation of Contact Capacitance 

The junction/contact capacitance of a nanotube device is important in determining 

its intrinsic maximum operating frequency. Measuring this value directly at high-

frequency is challenging because the single-walled carbon nanotube impedance (≳ 10 

kΩ) is much greater than the instrument impedance (50 Ω). The effective circuit model 

for an individual single-walled carbon nanotube was studied in previous measurements of 

the microwave impedance (Plombon 2007, Nougaret 2010). These studies deduced a 

lumped-element capacitance between the full single-walled carbon nanotube and the 

metallic contacts of ≈1-10 fF. This was compared to the lower predicted value of the 

single-walled carbon nanotube electrostatic capacitance by Burke (Burke 2002). 

However, the model of the electrostatic capacitance as a lumped element in parallel with 

the contact resistant is incorrect at THz frequency; the model described earlier, Figure 

2.4, should instead be used. Studies of a single-walled carbon nanotube bundle at 

microwave and THz inferred a total contact capacitance with a similar value ≈1-10 fF (Fu 

2008, Carrion 2009) which would limit THz applications. 

However, other measurements of Cc include dc measurements of individual 

semiconducting single-walled carbon nanotubes in the quantum dot regime, inferring Cc 

≈ 15 aF (Park 2001); Yoneya et al. estimate 1 aF for multi-walled nanotube islands 

(Yoneya 2001); Postma et al. posit a value of 0.3 aF in a carbon nanotube single-electron 

transistor (Postma 2001); Tarkiainen et al. extract values from 31-111 aF for tunnel 

junctions from metallic leads to metallic nanotubes (Tarkiainen 2001); Sapmaz et al. 

extracted a value of 1-3 aF for source and drain capacitances on chrome-gold contacted 

nanotubes (Sapmaz 2006); microwave rectification measurements of a CNT Schottky 
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diode estimating Cc in the aF range (Cobas 2008); and Tseng and Bokor fabricated back-

gated nanotube-Schottky diode devices inferring values of parasitic capacitances and Cc ≈ 

5-27 aF (Tseng 2010). The small size of the junction and parasitic capacitances, coupled 

with device resistance of 10 kΩ, implies intrinsic cut-off frequencies in the THz range for 

carbon nanotube devices.  

Comparing the magnitude of the measured nonlinear THz response of our 

individual single-walled carbon nanotube devices (Rc > 10 kΩ) to the calculated response 

based on the measured low frequency I-V curve, we are able to place an upper bound on 

the magnitude of Cc. This bound is smaller than the previous high-frequency 

experimental estimates mentioned above and consistent with other studies finding Cc in 

the aF range. We consider the effect of the contact capacitance Cc between the metal 

electrodes and the single-walled nanotube in the transmission line circuit model of Figure 

4.6. Including Cc will reduce the THz voltage and the value of ∆Vdc given by nonlinear 

detection of Equation 5.2, but does not change the overall shape of ∆Vdc vs. Idc seen in 

Figure 5.7. We consider, for example, sample NT-2, where we are able to fit the 

measured response for Cc = 0 with η = 11%. If we now consider the limiting case of ηmax 

= 15% and rint = 1 kΩ, the data are best fit with Cc,max ≈ 70 aF. Similarly, for sample NT-

3, as shown in Figure 5.9, Cc,max ≈ 40 aF. These values are the maximum allowed by our 

model calculation and hence represent an upper bound on Cc; the actual value is likely 

smaller.  

 

5.8 Summary 
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We have studied the high frequency response of individual carbon nanotubes and find 

detection at low temperature as a result of a bolometric effect at higher bias current and 

due to a contact nonlinearity at lower bias current. For nonlinear detection, we conclude 

that the contact capacitance does not strongly limit the THz performance. With the 

identified THz detection by an antenna-coupled individual carbon nanotube we can now 

incorporate this with the Fourier Transform Infrared Spectrometer results described in 

Chapter 4 to measure the spectral response of the nanotube device. The spectral response 

is predicted to exhibit THz standing wave resonances on the finite length nanotube. As 

discussed in the next chapter, this can reveal the plasmon propagation velocity and 

related Luttinger parameter for the single nanotube and provide a signature of the 

electron-electron interaction within this 1D system. 
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Chapter 6 

Terahertz Spectral Response of Individual Single-

Walled Carbon Nanotubes 

 

 

 

 

6.1 Introduction 

A hallmark of the correlated behavior of electrons when confined to one dimension (1D) 

as predicted by the Luttinger liquid model is the phenomenon of spin-charge separation. 

In this, the low-energy excitations of a 1D system are charge and spin modes that 

propagate with independent velocities (Burke 2002, Desphande 2010). The direct 

experimental observation and verification of this phenomenon has been the subject of 

many research efforts, as described in Chapter 2.  For the case of an individual single-

walled carbon nanotube treated as a nanotransmission line, the collective bosonic waves 

are expected to separate into a charge plasmon wave traveling at a speed faster than the 

Fermi velocity and three neutral modes that propagate at the Fermi velocity. Standing 

wave resonances formed by coupling terahertz radiation to the plasmon mode within a 

micron-length carbon nanotube allow for the measurement of the plasmon propagation 

velocity and verification of this model. Combining the high-frequency model depicted in 

Chapter 2 with the samples fabricated using the techniques described in Chapter 3 within 
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the measurement setup detailed in Chapter 4 and utilizing the detection scheme explained 

in Chapter 5, we probe a signature of the electron-electron interaction within this 1D 

system.   

 

6.2 Background Spectral Response 

In order to extract the 1D behavior of the carbon nanotube itself and remove possible 

contributions from the antenna or FTIR optical system, we must determine the 

background spectral response of the entire system without the nanotube.  We do so by 

measuring the device voltage response of an impedance-matched, antenna-coupled 

broadband Nb bolometer as a function of mirror displacement within our FTIR setup. 

This produces an interferogram which is Fourier-transformed to yield the spectral 

response, as explained in Chapter 4. Since the Nb microbridge response itself is 

approximately frequency independent, this spectrum reflects the response of our optical 

THz measurement system and the chosen antenna geometry. The typical spectrum for the 

bowtie and log-spiral antennas studied follow a sharp increase and gradual peak, 

followed by a slow decay with increasing frequency, as shown in Figure 4.3. The bowtie 

frequency response is narrower. For an individual single-walled nanotube in place of the 

Nb microbridge within the FTIR system, we expect to find features corresponding to 

standing wave resonances on top of the system background response. Using the measured 

antenna background response for a log-spiral antenna in our system, we can construct the 

predicted normalized response of the antenna-coupled nanotube, as shown in Figure 6.1 

for the case of a 1 micron long nanotube with an assumed Luttinger parameter g = 0.65. 
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Figure 6.1 – The measured log-spiral antenna response combined with the 
calculated nanotube impedance/current resonance yields the predicted response of a 
1 micron long antenna-coupled single-walled carbon nanotube device in a log-spiral 
antenna geometry for a Luttinger parameter g = 0.65. 
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The location of these features in the frequency domain and their separation reveal the 

propagation velocity of a plasmon wave and the related g value.  

 

6.3 Carbon Nanotube Device Interferogram 

We exploit the nonlinear THz detection mechanism in the FTIR system described in the 

previous chapter to obtain an interferogram of a nanotube. Initially it would seem biasing 

the antenna-coupled nanotube device at the conditions that give maximum THz detection 

is best; however, a major challenge with attempting to obtain an interferogram of an 

antenna-coupled carbon nanotube device is device noise, which can change with bias 

conditions. The THz signal which produces the interferogram displays very small 

variations as a function of mirror displacement. The bias conditions producing maximum 

detection can increase the magnitude of the voltage detected but often also lead to 

decreased noise performance. There are significant fluctuations around an average 

detected voltage value which conceal the variations due to the mirror displacement we 

seek to determine. Thus, an optimization approach which maximizes detection while 

reducing noise is critical. Once an optimum bias is determined, we employ considerable 

averaging, low scan rate, and long scan times to enhance the detectable interferogram 

signal.   

 

6.3.1 Noise in Carbon Nanotubes 

All electronic and optical devices possess random fluctuations, known as noise, in their 

output electrical signal. Many types of electric noise are known to exist for a wide range 
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of physical systems. Their origins vary, but the result is substantial fluctuations in 

resistance or device THz response. Common categories of noise are Johnson noise, shot 

noise, flicker noise, and random telegraph signal noise. Johnson noise is thermal in origin 

and results from the thermal distribution of charge carrier velocities and was briefly 

discussed in the previous chapter. Shot noise is due to the discrete electrical charge and is 

produced by statistical current fluctuations across a junction. Flicker noise, or 1/f noise, is 

a low frequency phenomenon where the noise power spectrum obeys an inverse 

frequency power law. Flicker noise occurs is nearly all electronic devices, and a universal 

physical cause has yet to be identified. Random telegraph noise, also known as burst or 

bi-stable noise, describes a situation where a sudden step-like transition switching occurs 

between two discrete system states.  

Small 1D systems are predicted to be exceptionally noisy (Staliunas 2001).  Noise 

in single-walled carbon nanotubes has been investigated by several groups. It has been 

reported that nanotubes exhibit anomalously large bias-dependent 1/f noise (Collins 

2000). The observed noise magnitude reported is significant when compared to devices 

with similar resistances and can be ten orders of magnitude larger than the noise observed 

in conventional conductors. Typical sources of noise in metals are electromigration or 

defect propagation. However, for covalently bonded system, such as a carbon nanotubes, 

one might expect that the lattice ions are immobile and any structural fluctuations of 

lattice defects possess large characteristic energies, precluding this source of noise 

(Vitusevich 2011). Conversely, due to small nanometer-sized nanotube structure, all the 

atoms in the system constitute surface atoms. Any surface fluctuations of an individual 

atom, even though seemingly minor, will have significant contribution to the overall 
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noise. In addition to these intrinsic noise sources, there are several extrinsic noise 

mechanisms which may contribute to the large observed noise in carbon nanotubes. Any 

external source that can affect the sensitive one-dimensional flow of current by 

interacting with even a single nanotube atom will greatly contribute to the observed 

noise. There can be random tunneling electron fluctuations at the electrical barriers 

formed at the metal-nanotube contacts. Any surface adsorbents or contaminants on the 

lattice surface may greatly affect the nanotube electronic behavior and also add to the 

generation of noise (Ulbricht 2009). The motion of charged defects residing in nearby 

dielectrics, such as the substrate or electron tunneling into the nanotube at the 

dielectric/nanotube interface or from surface contaminants, can also act as significant 

noise sources (Tobias 2007). Trapped charges in the substrate result in substantial noise 

for graphene devices. Water molecules have been identified as sources of long-range 

impurity scattering in graphene (Kaverzin 2012). Furthermore, the noise spectrum has 

been seen to increase as a function of carrier concentration or carrier mobility for carbon 

nanotubes (Gasparyan 2010, Sydoruk 2014). The noise in carbon nanotube devices is 

observed to increase dramatically with bias conditions, such as bias current and gate 

voltage. Measurements on the spatial dependence of the electron energy distribution in 

carbon nanotubes found that the diffusive transport in a 1 micron long nanotube is due to 

~3-6 defects along the length, which produce elastic scattering. Local inelastic scattering 

was found to be able to be turned “on” and “off” for different gate voltage values (Bronn 

2013). The gate voltages at which the most inelastic scattering occurs are at seemingly 

irregular values, which explains the behavior we observe in Figure 6.2 where nanotube 

THz detection is maximum at random values.   
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Figure 6.2 – Contour plot of device response to find bias conditions which maximize 
detected THz response. The conditions producing maximal detection can be at 
seemingly irregular values of dc bias current and applied gate voltage. 

 

 

 

 

Figure 6.3 – Individual and averaged interferograms for an antenna-coupled single-
walled carbon nanotube device (top) as a function of mirror displacement and 
(bottom) as a function of time showing the variation in THz response and resistance.  
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Physical mechanisms to fully explain the varied observed noise in carbon 

nanotubes have yet to be determined. Nevertheless, this fact presents a significant 

experimental challenge when measuring small signals in such noisy devices. 

Reproducibility of any given nanotube device is generally difficult and an inherent 

challenge since small uncontrollable and unnoticeable changes to the nanotube or 

nanotube environment can have significant contributions to its electrical behavior and 

thus THz detection. In the current work, we locate the optimum biasing conditions of gate 

voltage, bias current and temperature to maximize the THz signal above the noise present 

in our antenna-coupled nanotube devices. However, this can often also lead to increased 

device resistances and decreased THz coupling. We measure and average many 

interferograms to reduce the noise. However, other issues during the long time required 

for each interferogram measurement can complicate the results of this averaging. This 

includes drift in temperature as well as telegraph noise in the device resistance and 

detected THz signal at fixed bias conditions. Figures 6.2 and 6.3 show the optimum 

biasing scheme and the change over time for a typical antenna-coupled nanotube device.   

 

6.4 Expected Response 

Combining the spectral response for a bowtie antenna, shown in the inset of 

Figure 4.3, with the calculated response for a low resistance nanotube device as shown in 

Figure 2.5, yields the “expected” spectral response shown in Figure 6.1. These periodic 

features, i.e., the dips in response, deviating from the antenna and optical system spectral 

background correspond to predicted standing-wave resonances along the finite-length 

nanotube. Each dip corresponds to a maxima in the input impedance or, equivalently, 
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minima in the THz current through the contact resistance. As shown in Chapter 2, the 

ratio of the contact resistance Rc to characteristic impedance Zchar can noticeably change 

the shape of these periodic resonances. Namely, for Rc < Zchar input impedance minima 

occur at integral multiples of a half wavelength and input impedance maxima occur at 

odd multiples of a quarter wavelength. For Rc > Zchar, the reverse is true, where the input 

impedance maxmima occur at half wavelengths and input impedance minima occur at 

odd multiples of a quarter wavelength. For true real-world devices, Rc can have a large 

range of values, which is especially relevant when detecting using the nonlinear detection 

of the ZBA at low bias. For the devices discussed in this chapter we are in the Rc > Zchar 

limit. Thus, since the variation in input impedance will modify the power transmission 

into the nanotube and the THz current that flows through the nonlinear junction, we 

expect maximum power coupling for our devices at quarter wavelength and minimum 

power coupling at half wavelength. The spectral responses are analyzed by attempting to 

identify these minima of power coupling or current flow, characterized as a dip in the 

spectral response. The frequency location of such a feature or the spacing of repetitive 

dips yields the frequency spacing Δ𝑓 = 𝑉𝐹
2𝐿𝑔

 which can thus reveal g through knowledge 

of the length of the nanotube device and the known Fermi velocity is vF = 8 × 105 m/s 

(Zhong 2008). For the calculated response shown in Figure 6.1, the frequency spacing of 

0.6 THz for the 1 micron long nanotube with Rc < Zchar, gives a g value of 0.65. 

The equivalent circuit model used to represent the antenna as a voltage source can 

influence the expected resonance behavior within the nanotube. The THz voltage has an 

impedance equal to that of the antenna (≈100 Ω) which is much less than the nanotube 

resistance (>10 kΩ), so it approximates a voltage source. As shown in the insets of Figure 
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6.4, treating the antenna as an antisymmetric or as a symmetric voltage source and the 

relative ratio of the potentially unequal contact resistances on each end of the nanotube 

will affect the input impedance of the nanotube, and thus THz coupling into the nanotube, 

as well as the THz current flowing through each contact resistance, the source of the 

nonlinear detection. Figure 6.4 depicts simulations using AWR Microwave Office for 

contact resistances greater than the characteristic impedance for four different symmetric 

and asymmetric cases of voltage source and contact resistance. For the asymmetric 

voltage case, with a single THz voltage source of value V, we find the expected resonant 

structure introduced earlier. This is characterized by features in the current at integral 

multiples of half wavelength with an altered THz current passing through each contact 

resistance. The ratio of the THz current magnitudes increases for asymmetric contact 

resistances. For the symmetric voltage source case, we consider two voltage sources on 

opposing sides of the nanotube, one positive V/2 and the other negative -V/2, each 

exciting half of the THz voltage to the nanotube. When the contact resistances on each 

side of the nanotube are equal, the currents through each contact resistance are equal and 

the resonances only occur for odd multiples of half wavelength, rather than all multiples 

of half wavelength for the symmetric case. Based on the dc resistance measurements of 

the devices at positive and negative dc current bias, we observe that there are often slight 

differences in the resistance based on current direction (Figure 5.6), which would indicate 

imbalance in the two contact resistances. For increasingly unequal contact resistances, the 

resonance behavior at even multiples of half wavelength reappears. Nonlinear THz 

detection senses the THz current that passes through the contact resistances. The resonant 

behavior in the THz current will manifest itself as dips in the spectral response.     
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Figure 6.4 – Simulation of the THz current as a function of frequency flowing 
through equal or unequal contact resistances of a carbon nanotube transmission line 
model with treatment of the antenna as an antisymmetric or a symmetric voltage 
source. The ratio of the contact resistances modifies the input impedance of the 
nanotube affecting the THz coupling into the nanotube as well as the THz current 
flowing through each contact resistance and thus THz response. The contact 
resistances are greater than the characteristic impedance of the nanotube and the 
shapes of the resonances are shown in the fourth panel. Features in the THz current 
are found for integral multiples of half-wavelength except for the case of symmetric 
voltage source and equal contact resistances. 
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6.4.1 Spectral Response Results 

The dc properties and THz response as a function of bias current at low temperature for 

sample NT-2, a ≈0.9 micron long bowtie antenna-coupled individual single-walled 

carbon nanotube, were introduced in Chapter 5. Using a bias current of 100 nA within the 

ZBA for nonlinear detection and a gate voltage Vgate = -5 V, we measure an interferogram 

at low temperature as shown in Figure 6.5. In addition to the average result of ~100 

scans, we also plot each individual data point during each scan to show the variation. 

Figure 6.5 shows the normalized spectral response achieved from a zero-padded Fourier 

transform of the scan average, as well as the standard deviation for each frequency data 

point from the collection of scans. As discussed above, nanotubes possess much intrinsic 

noise, as seen in the variation from scan to scan, so many averages of individual scans are 

required to obtain a reasonable interferogram. However, a drawback of this approach is 

that the nanotube may have drifts or shifts in electrical behavior/properties during these 

long scan runs, as shown earlier in Figure 6.3 for a different device. Initially the device 

may be biased at high detection conditions, but these may then transition to conditions 

providing poor detection. Several other interferograms of NT-2 were taken at differing 

bias conditions and exhibited the same behavior. Figure 6.5 shows that there is a 

prominent dip in the spectral response at f ≈ 0.6 THz when compared to the expected 

background response of the bowtie antenna and optical system, as described in Chapter 4. 

This dip in response corresponds to a half-wavelength resonance on this carbon nanotube 

with high-resistance contacts, resulting in a larger input impedance and decreased 

coupling to the nanotube at this frequency and decreased THz current through the 
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Figure 6.5 – Interferogram and spectral response of a ≈0.9 micron antenna-coupled single-
walled carbon nanotube device denoted as sample NT-2 including the individual 
interferogram scan variation and standard deviation of the spectral response. The 
background spectral response of the optical system due to a superconducting Nb microbridge 
bolometer with a bowtie antenna geometry is also shown. In addition, a simulation of the 
nanotube response for a Luttinger parameter g ≈ 0.7 multiplying the Nb response is plotted. 
A prominent feature in the nanotube spectral response is observed at a frequency of ≈0.6 THz 
and is interpreted as corresponding to a half-wavelength resonance on the nanotube with 
high-resistance contacts.  
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nanotube ZBA. The location of this dip in frequency is robust and the several 

measurements at different biasing conditions show the same dip behavior as shown in 

Figure 6.5. Using this measured value of f1 ≈ 0.6 THz as the first resonance in the 

frequency spacing equation Δ𝑓 = 𝑣𝐹
2𝐿𝑔

 from Chapter 2, with the nanotube length of ≈0.9 

micron obtained with SEM imaging, yields a g ≈ 0.7. This corresponds to a propagation 

velocity vp ≈ 1.1 × 106 m/s.  

We have performed simulations using AWR Microwave Office treating the 

nanotube as a transmission line with the characteristic values of resistance, kinetic 

inductance, etc. as described in Chapter 2, using the effective total capacitance per unit 

length of the transmission line as the fitting parameter. We can determine the total 

capacitance per unit length value which will produce an impedance maximum at f  ≈ 0.55 

THz. This Ctot can then be inserted into the equation from Chapter 2 g = �
𝐶𝑡𝑜𝑡
4𝐶𝑄

 to 

determine the corresponding g value. We can also multiply the results of this simulation, 

which assumes equal contact resistances and symmetric antenna voltage source, with the 

normalized spectral response and plot it together with measured spectral response as the 

red narrow line in Figure 6.5. We find good agreement between the measured THz 

response data and simulation with a value of Ctot ≈ 200 aF/µm. We also find a g ≈ 0.7 in 

agreement with above. We note that these simulations of the circuit diagram described 

earlier do not explicitly include effects from the gate electrode which would presumably 

affect the capacitance value. 

The limited bandwidth of the bowtie antenna and optical system does not allow us 

to observe any of the higher order resonances, which would be expected to also occur at 
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1.2 THz (full wavelength), 1.8 THz (three-halves wavelength), etc, which are beyond this 

bowtie antenna’s present bandwidth. However, as explained in section 6.4, using the 

symmetric voltage source model and assuming approximately equal contact resistances, 

we would not expect to observe the full wavelength resonance at 1.2 THz. We thus want 

to measure samples that are longer, resulting in smaller frequency spacing between 

resonances, and also other antenna geometries which would present greater bandwidth. 

However, longer nanotube samples are more resistive and are likely to have greater 

complexity of the response due a larger probability of possessing defects or 

contamination in addition to increased intrinsic noise. 

We have measured several other individual single-walled carbon nanotube 

samples of varying length and electrical properties using their nonlinear THz detection. 

The results of these measurements can be classified into five general categories:  

1. samples exhibiting a feature in the spectral response (as observed in NT-2) 

corresponding to a detectable resonance on the nanotube corresponding to a 

Luttinger parameter g value of ≈ 0.7 

2. samples which showed a feature in the spectral response corresponding to a g 

≈ 1 (sample NT-6) 

3.  a few samples which showed a feature in the spectral response corresponding to 

a g ≈ 0.3 (sample NT-7) 

4. samples producing interferograms which generate spectra that are too noisy to 

reliably determine any reproducible resonant features (sample NT-3) 

5. samples which did not show any feature in the spectral response, possibly due 

to very small signal from the resonances (sample NT-8 in Figure 6.10) 
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perhaps due to a large carbon nanotube internal resistance that damps out 

resonances  

6. samples which did not produce a well-defined interferogram (i.e., no central 

peak) despite reasonable nonlinear detection  

We next briefly discuss a representative sample for several of these categories. Table 6.1 

highlights the relevant properties and measured and simulated values for several of the 

devices studied.  

A second sample measured that falls into the first category is comparable in 

length to NT-2, measuring ≈1.1 micron long. This sample is at the center of a bowtie 

antenna with a sidegate and shows similar behavior with a dip ≈ 0.6 THz, as in Figure 

6.6. This dip, or drop in THz current through the contact resistance, is observed in this 

sample, denoted NT-4; this corresponds to a g ≈ 0.65. Furthermore, this exact same 

sample has been measured in a similar FTIR system at the University of North Florida in 

the lab of Prof. Daniel Santavicca that also shows a dip in the spectral response at a 

frequency of ≈ 0.6 THz, as shown in Figure 6.6. The fact that this sample can reproduce 

the same behavior after a long period of time in a separate FTIR measurement is a very 

strong indication of the intrinsic nature of this behavior. A second feature is not clearly 

found at 1.2 THz, which may again be an indicator that contact resistances are nearly 

equal for a symmetric voltage source model of the antenna, as explained in section 6.4, 

and that this possible dip at 1.2 THz of the THz current is suppressed. Another sample to 

highlight in this category is NT-5, a ≈3.2 micron long nanotube within a log spiral 

antenna geometry and bottom gate. This is shown in the inset of Figure 6.7, illustrating 

the interferogram average and corresponding Fourier transform spectral response. This 
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Figure 6.6 – (top) Spectral response of ≈1.1 micron long sample NT-4 measured at 
Ibias = 30 nA and Vgate = -3 V exhibiting a prominent dip at ≈0.6 THz corresponding 
to g ≈ 0.7. (bottom) Response of sample NT-4 measured in the FTIR system at 
University of North Florida with Ibias = 80 nA that also shows a significant feature in 
the spectral response at the same frequency. 
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Figure 6.7 – Spectral response of ≈3.2 micron long sample NT-5 in a log-spiral 
antenna geometry measured at Ibias = 5 nA and Vgate = -32 V. A periodic resonance 
behavior is observed that can be fit with g ≈ 0.7.  

 

 

 

Figure 6.8 – Spectral response of ≈4.6 micron long sample NT-6 in a bowtie antenna 
geometry measured at Ibias = 20 nA and Vgate = -0.6 V exhibiting a periodic behavior 
corresponding to g ≈ 1. 
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sample, due to its increased length and greater bandwidth antenna, shows the periodicity 

of the dip feature in the spectral response. Measured at a bias current of Idc = 5 nA and 

Vgate = -32 V, the frequency spacing of the dip features for this device is ∆f  ≈ 0.17 THz, 

also corresponding to a g ≈ 0.7.  Microwave Office simulations of this device’s properties 

with the frequency spacing confirmed this value of g, as shown by the dotted line in the 

figure.  

 A sample to discuss from the second category mentioned above is a  ≈4.6 micron 

long nanotube device in a bowtie antenna, denoted as NT-6, shown in Figure 6.8. This 

was measured at Idc = 20 nA and Vgate= -0.6 V. Several other measurements at other bias 

conditions, such as 100 nA and -10 V, show similar behavior, but increased noise. This 

≈4.6 micron long device, a ≈3 micron bowtie antenna device, and a ≈2.3 micron log-

spiral antenna device each showed respective frequency spacings of 0.084 THz, 0.13 

THz, and 0.18 THz, all corresponding to g ≈ 1.  

 A very few samples showed subtle features that corresponded to lower g values, 

such as shown in Figure 6.9. This is in the third category of samples observed. This 

sample, denoted NT-7, is a ≈3.2 micron long nanotube in a log-spiral antenna with no 

nearby gate electrode. It was measured at Idc = 100 nA and displays a slight dip within the 

maximum detection region at f  ≈ 0.46 THz, corresponding to a g ≈ 0.28.     

Many other samples measured fell into the remaining categories and displayed 

only limited bandwidth, smaller than that expected for the antenna type, with no 

indications of any resonance within this frequency range. This could possibly be due to 

misalignment as discussed in Chapter 4 or due to an increased contact capacitance. Cc 
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Figure 6.9 – Spectral response of ≈3.2 micron long sample NT-7 in a bowtie 
antenna geometry measured at Ibias = 100 nA with no gate electrode revealing a 
slight feature at ≈0.46 THz possibly corresponding to g ≈ 0.28.  

 

 

 

Figure 6.10 – Spectral response of ≈2.5 micron sample NT-8 in a log-spiral 
antenna geometry measured at Ibias = 100 nA with no gate electrode revealing 
no significant features.  
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becomes more relevant at higher frequency. If Cc ~ 10 aF, at a frequency of 2 THz the 

magnitude of the shunt impedance would be ~8 kΩ, significantly less than the ~ 20 kΩ or 

greater contact resistance in the ZBA. Thus, the nonlinear detection by the nanotube via 

the nonlinear contact resistance would be expected to be shunted as the frequency 

increases, which explains the observed drop in device response at higher frequency. 

Other samples produced reasonable interferograms, but the corresponding spectra were 

too noisy to reliably determine any reproducible features that could be attributed to the 

resonances. This was often the case for extremely high resistance samples, such as NT-3, 

or for spectra where no features were observed, such as in Figure 6.10. Yet other devices 

did not show any THz response at all. The very few samples that exhibited bolometric 

detection at higher bias current were much too noisy to produce any meaningful 

interferograms for spectral analysis.  

 A comparison of all the samples measured is shown on a single graph, Figure 

6.11, where the antenna and gate geometry is indicated. Plotting the resonant frequency 

spacing as a function of the inverse length of the device we can determine the average g 

value and see the three different categories for the g values measured. As illustrated in the 

equation Δ𝑓 = 𝑣𝐹
2𝐿𝑔

 introduced in Chapter 3, the slope of a line in this plot is related to the 

Luttinger parameter g as  𝑣𝐹
2𝑔

 . Three trends are clearly evident by fitting these to straight 

lines and can be used to determine the Luttinger parameter. Several samples have g = 1, 

representing the non-interacting case with propagation at the Fermi velocity. These 

samples would agree with the measurements and results obtained by Zhong et al. (2008). 

The bulk of our data is distinctly in between these two cases, g = 0.3 and g = 1, and 

allows us to conclude that the single-walled carbon nanotube samples measured in the 
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Figure 6.11 – Observed frequency spacing for antenna-coupled single-walled carbon 
nanotube devices determined from features in their respective measured spectral 
response plotted as a function of inverse length. The antenna and gate geometries 
are specified. These devices can be categorized into three groups corresponding to 
Luttinger parameters g of 0.28, ≈0.7 and 1. 

 

 

 

 

Table 6.1 - Summary of sample characteristics for antenna-coupled individual single-walled carbon 
nanotube devices discussed in text. R is the nanotube dc resistance in the ZBA corresponding to the 
specified biasing conditions, ∆f is the measured frequency spacing determined from features in the THz 
spectral response using nonlinear detection, the Luttinger parameter g is calculated the half-wavelength 
resonant condition between the length and frequency spacing, and Ctot is from transmission line 
simulations to fit the observed frequency spacing features. 

Sample Length Contact Structure 
Antenna            Gate 

Biasing conditions 
Ibias           Vgate  

R 
(kΩ) 

∆f 
(THz) g Ctot 

(aF/µm) 
NT-2 0.9 μm bowtie side-gate 50 nA, -6 V 40 0.55 0.74 240 
NT-4 1.1 μm bowtie side-gate 30 nA -3 V 50  0.6 0.65 150 
NT-5 3.2 μm log-spiral bottom-gate 5 nA -32 V 700 0.18 0.7 200 
NT-6 4.6 μm bowtie bottom-gate 20 nA -0.6 V 31 0.09 1 350 
NT-7 3.2 μm bowtie no gate 100 nA - 32 0.46 0.28 30 
NT-8 2.5 μm log-spiral no gate 100 nA - 39 - - - 
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geometries discussed are indeed described by Luttinger liquid theory as 1D conductors 

possessing a faster propagation speed for the charge mode due to electron-electron 

interactions. However, the magnitude of the strength for these electron-electron 

interactions is not as great as predicted or observed in other experiments, which predict a 

g ≈ 0.3 for single-walled carbon nanotubes (Kane 1998, Bockrath 1999, Ilani 2006). Only 

two samples studied may fit the predicted case of g ≈ 0.3. However, as explained in 

Chapter 2 and illustrated in Table 2.1, there is tremendous variation in the theoretical and 

experimental g values found for carbon nanotube and other 1D systems. Furthermore, 

some believe that g cannot trivially be related to intricate microscopic parameters of the 

system, and thus the theories may not accurately predict the value of g (EA Kim private 

communication). For example, Auslaender et al. also examined spin-charge separation in 

1D and note that the microscopic details are very difficult to determine, especially due to 

their dependence on the carrier density, which controls the ratio between the Coulomb 

interaction and the kinetic energy (Auslaender 2005).  Another study of the tunneling into 

a quantum wire found a g value of 0.55, but claims an assumed linearity that yields a 

common velocity for all the charge excitations of the system regardless of energy. The 

authors declare that this may not be a well-founded assumption and go on to express that 

this highlights a gap in the theoretical understanding of interacting 1D systems where a 

complete microscopic description of kinetics and energy relaxation in the strongly 

interacting limit does not presently exist (Barak 2010). 

 

6.5 Beyond the Luttinger Liquid Picture  
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The observed value of g ≈ 0.7 for many of our nanotube samples is larger than the 

theoretically accepted and measured value of g ≈ 0.3 from theory (Kane 1998, Bockrath 

1999) or experiments which only found g = 1 (Zhong 2008). The explanations of these 

previous reports in the literature of the velocity of charge modes in 1D systems may 

apply to our samples as well. One of the few experiments undertaken to explore spin-

charge separation was by Jompol et al. (Jompol 2009) who performed a challenging 

experiment to probe spin-charge separation in Luttinger liquid of 1D wires formed using 

split gates on a 2D electron gas which can be squeezed by a negative gate voltage. They 

investigated the power-law tunneling conductance as a function of temperature and 

voltage in the ZBA, as others had done previously and we did for our nanotube devices in 

Chapter 2.2.2. Using the power-law exponents obtained from these tunneling 

conductance measurements, they extract g ≈ 0.28. In addition, they used the application 

of a magnetic field to probe spin-charge separation in their 1D system and find distinct 

spin waves and charge waves. The spin waves are found to travel at the Fermi velocity 

while the charge waves propagate at a speed ≈ 40% faster. The ratio of these speeds 

yields the Luttinger parameter g ≈ 0.7. The values found are very similar to our results, 

despite the distinct system being studied. Furthermore, it is important to note that the two 

different measurement schemes by this group on the same devices produce different 

values of g. The investigation of the ZBA tunneling conductance exponent gives a much 

smaller value of g than the value extracted from the charge wave propagation velocity. 

The authors provide several possible explanations, including the possibility that 

impurities or imperfections in the wires make the effective length of each wire shorter 

than the lithographic defined length, that the ZBA power-law treatment regime should be 
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modified, or that the difference may be a reflection of different physics dominating the 

two experimental regimes. The effective length for the resonances observed in our study 

is not a viable explanation for our observed discrepancy to the theoretical value. Take 

NT-2 for example. With the measured dip at f ≈ 0.6 THz, assuming a shorter effective 

nanotube length would correspond to a larger g value, further from the predicted value. 

Similar to our study of standing wave resonances on a carbon nanotube, Lee et al. 

report on the real space imaging of 1D standing waves as direct evidence of a Luttinger 

liquid in metallic single-walled carbon nanotubes using scanning tunneling microscope 

topography and position-resolved scanning tunneling spectroscopy (Lee 2004). They 

observe two electronic standing waves produced by spin-charge separation and find a 

Luttinger parameter of ≈ 0.55. They explain the discrepancy between this value and the 

predicted theoretical value of ≈ 0.3 by stating that the underlying metallic substrate 

significantly reduces the effective Coulomb interaction range of the 1D electrons in the 

nanotube, screening the Coulomb interaction to some degree, and increasing the g value 

accordingly. This screening by the gate electrode is a possible explanation for the 

increased Luttinger parameter value observed in some of our results. As shown in Figure 

6.11, for two of the samples studied that did not have a side-gate electrode or for which 

the sample was shielded from the side-gate electrode show a g value closer to the 

predicted value. This may indicate that the side- or bottom-gate electrode is indeed a 

source of electron screening. Testing this further would be appealing, but it is difficult 

since a typical nanotube device is truly quasi-metallic, as discussed in Chapter 1. Thus, it 

is challenging to guarantee that the device will be doped away from the energy gap 

without a gate connection. Furthermore, the transmission line model employed assumes a 
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conducting ground plane in proximity to the nanotube. Future studies of nanotubes in 

varying contact conditions with alternative substrates may further elucidate this possible 

effect. 

The Luttinger liquid theory has proven to be a useful paradigm for description of 

1D quantum fluids in the low energy limit. However, the linear Luttinger liquid theory 

description lacks intrinsic mechanisms of relaxation and equilibration. There have been 

several theoretical studies which examine the decay of a plasmon into the neutral modes 

in a carbon nanotube (Chen 2010) or take into account other higher-order processes in 

descriptions that go beyond the Luttinger liquid picture (Barak 2010, Imambekov 2012). 

Chen et al. evaluated the intrinsic rate of energy loss of a plasmon in a disorder-free clean 

finite-length arm-chair carbon nanotube connected to two metal leads subjected to a THz 

electrical field. In the typical Luttinger liquid model, the absence of coupling between the 

bosonic spin and charge modes precludes the possibility of plasmon decay. However, 

they find that conservation of energy and momentum does indeed allow for a plasmon to 

decay into the neutral bosonic excitations modes of an electron liquid when facilitated by 

backscattering processes. Moreover, during this plasmon decay, excitations of neutral 

modes generated during plasmon decay can propagate in two distinct directions, forward 

or backward in the 1D system. However, a plasmon that has decayed into neutral modes 

that continue to propagate in the same direction can then recombine into a plasmon, 

further complicating the scenario. The decay of a plasmon into the neutral modes may be 

an explanation for the surprising results found by Zhong et al. (2008) with a measured 

propagation velocity exactly equal to the Fermi velocity, corresponding to the 

noninteracting g = 1 case. For longer nanotube samples, there is a greater likelihood of a 
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scattering event to occur during the transit time of the ballistic resonances. This may also 

apply to our experiment. Thus, we find for several of the longer nanotube devices studied 

that g ≈ 1.  

Beyond the low-energy limit, nonlinearity of the dispersion relation between 

energy and momentum becomes significant and other higher-order processes must be 

taken into account. A new theory is in the development stage which re-represents the 

linear Luttinger liquid theory in terms of fermionic quasiparticles that may be more 

useful than the bosonization treatment (Imambekov 2012). This and the plasmon decay 

processes mentioned above can lead to a finite particle lifetime of the excitation. So the 

total effective propagation velocity of the overall excitation with a finite lifetime could be 

a combination of the neutral mode velocity which coincides with the Fermi velocity vF 

and a faster velocity vp, which may explain a more complicated parameter of g with a 

value that corresponds to an average of these two velocities or that the underlying basis 

of spin-charge separation may need to be reevaluated (Schmidt 2010).  

 

6.6 Conclusions and Future Work 

Carbon nanotubes are materials exhibiting fascinating electrical properties and providing 

a laboratory to study 1D electron behavior. Electrons in a 1D system are unable to 

rearrange themselves to minimize electron-electron interactions, motivating a need for a 

new description of electron states in carbon nanotubes that is expected to dramatically 

differ from 3D. The Luttinger liquid picture describes low-energy electron excitations in 

a 1D system with strong electron-electron interactions and predicts a power-law 

tunneling of electrons as well as spin-charge separation. The Luttinger interaction 
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parameter g quantifies the strength of electron-electron interactions. While the theory of 

spin-charge separation is well developed for 1D systems and there is general agreement 

on the 1D nature of individual single-walled carbon nanotubes, the experimental results 

have been lacking or conflicting. Signatures of spin-charge separation can be revealed in 

the differing propagation velocities of the spin and charge modes, also referred to as the 

neutral and plasmon modes, which naturally arise from the modelling of a carbon 

nanotube as a transmission line. We fabricated micron long antenna coupled single-

walled carbon nanotube devices to study in an FTIR spectrometer in order to excite THz 

standing wave resonances to ascertain the charge mode propagation velocity.   

For an individual single-walled carbon nanotube, we have been able to determine 

the thermal conductivity as a function of length and temperature. Using rf detection we 

observe both bolometric and nonlinear responses in two different bias regimes. We have 

been able to exploit the nonlinear detection at THz frequencies to investigate the 

fundamental properties of the nanotube. We find an upper limit on the contact 

capacitance to a nanotube. Using the carbon nanotube nonlinear contact resistance known 

as the ZBA to produce nonlinear detection of a THz signal, we analyze the spectral 

response and find signatures of resonances which indeed correspond to a plasmon mode 

propagation velocity faster than the Fermi velocity for many samples. The propagation 

velocity for many of the devices studied corresponds to a Luttinger interaction parameter 

g ≈ 0.7. This value is larger than the theoretical prediction, which may be a result of the 

device geometry employed. However, this is also distinct from previous experimental 

reports that only found g = 1 and did not discern any indications of the faster propagation 

velocity. Only a few devices agreed with the predicted g ≈ 0.3. The discrepancy might 
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reveal the need to go beyond the simple Luttinger liquid picture for the decay of the 

plasmon mode into neutral modes. Further work on these experiments employing better 

averaging, improved signal to noise, and lower resistance devices may improve the 

findings. A successful measurement of an interferogram using bolometric detection or on 

suspended nanotubes may also reveal further indications of Luttinger liquid behavior.  

These experiments have focused on probing an exciting fundamental physics question 

through the use of an experimentally accessible 1D system, and the results can have 

implications for the use of carbon nanotubes in actual high-frequency devices operating 

into the THz range, such as nanoscale transistors or interconnects. 

Future work can use the techniques described in this dissertation for investigating 

the transport phenomena of other novel conducting nanosystems. Analogous to carbon, 

boron has been theorized to form stable hollow cylindrical structures that arise from 

triangular boron sheets (Tang 2007). Boron sheets themselves would be an extremely 

interesting new area to study. Boron nanotubes, similar to their carbon counterpart, are 

predicted to possess many remarkable properties. They are even expected to outperform 

carbon nanotubes in several ways (Bezugly 2011). For example, irrespective of the lattice 

structures or chirality, boron nanotubes are predicted to always be metallic with higher 

conductivities than carbon nanotubes. So far, boron nanotube synthesis has been limited. 

Ciuparu et al. reported the first creation of boron nanotubes (Ciuparu 2004) and more 

recently there have been accounts describing the observation of an all-boron fullerene 

(Zhai 2014). The successful synthesis of long boron nanotubes using a reliable method 

paralleling the CVD growth techniques of carbon nanotubes would lead to an explosion 

of new research, just as occurred following the discovery of carbon nanotubes. Electrical, 

176



thermal, and optical experimental studies of boron nanotubes, including the THz regime, 

would be fascinating and herald in a completely new area of exploration and potential 

applications. New models of a boron nanotube as a transmission line and within the 

Luttinger liquid framework would be exciting. Just as with carbon nanotubes, exciting 

standing wave resonances on a boron nanotube could reveal Luttinger liquid behavior in 

this nanoscale system. If tangible boron nanotubes are shown to have much lower internal 

resistance, similar high-frequency experiments to those described in this work, but 

measured in the highly developed microwave regime, may have the ability to uncover the 

subtle effects beyond the simple Luttinger liquid picture. These boron nanotubes may 

even possess properties making them viable for very sensitive THz detectors. The 

development of carbon nanotube devices operating at THz frequencies could be 

advantageous from a technology standpoint.  

The parent material to carbon nanotubes, graphene has itself been the subject of 

much focus from an interesting physics perspective in addition to applications. Using 

graphene as the active element in a THz detector has been proposed (McKitterick 2013, 

Du 2014). Due to the very small heat capacity of an atomically thin sheet, graphene and 

carbon nanotubes may produce exceptionally fast and sensitive bolometric detectors, 

when merged with the very strong temperature dependent resistance of proximity-

induced superconductivity (Kasumov 1999). The THz setup used would be a good 

system for examining graphene or carbon nanotubes contacted by superconducting leads. 

Further understanding of the non-Ohmic contact to a carbon nanotube or graphene could 

also introduce other very sensitive detectors based on nonlinear detection mechanism. For 

a sample with perfect transmission and only the quantum of resistance at the interface, it 
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would be interesting to investigate the dissipation of energy, such as whether it occurs in 

the contacts, in the quantum channel or in some combination of the two.  

The techniques described here can also be used to explore the potential 

competition between strong electron-electron repulsion of a 1D system and the phonon-

mediated attractive electron-electron interaction of a Cooper pair that can arise from 

superconductivity. Employing superconducting contacts to a nanotube has been shown to 

proximitize the nanotube and allow for the flow of supercurrents in such a small system 

(Kasumov 1999). Theoretical studies of such systems have been reported (Fazio 1999, 

Karnaukhov 2002), but experimental tests are lacking. Furthermore, there have also been 

reports of intrinsic superconductivity in as-grown and doped carbon nanotubes (Kociak 

2001, Kasumov 2003, Tang 2001, Murata 2008, Shi 2012). Investigating these reports 

and comparing the conventional superconductivity representation with the bosonic waves 

of the 1D Luttinger liquid picture would add to the understanding and future evolution of 

these concepts based on electron-electron interaction.  

The collection of combinations conceivable by uniting novel nanosystems (such 

as carbon nanotubes, graphene or boron nanotubes) possessing exotic behavior (such as 

superconductivity or Luttinger liquid physics) with new measurement schemes (such as 

electrothermal studies in the THz regime) present a wide array of exciting unexplored 

areas to examine in the future. In additional to answering fundamental physics questions, 

discoveries from such work may also offer valuable technological applications that will 

have a major impact on the world. 
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