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ABSTRACT

QUANTUM LIMITED DETECTION AND NOISE IN
SUPERCONDUCTING TUNNEL JUNCTION MIXERS

Dean Willett Face
Yale University
1987

High quality Superconductor-Insulator-Superconductor (SIS) tunnel
junctions with small subgap leakage currents and a "sharp" current rise at
the sum-gap voltage have been produced for studying strong quantum mixing
effects at 36 GHz. These junctions employ a Ta or Nb base electrode and
a Pby¢Bi,, counter electrode. The novel step-defined process used to
fabricate these junctions yields junctions with small areas (1-6 pm?), high
critical current densities (10% - 10* A/cm?), low subgap leakage currents
(< 1%), and a "sharp" current rise of width av ~ 30 v at the sum-gap
voltage. These junction properties are required for the experimental
observation of strong quantum mixing effects at 36 GHz which are discussed
in this thesis.

The relatively new technique of ion beam sputter deposition is also
described in this work. This technique was used for preparing high quality
Nb and Ta refractory superconducting films on room temperature substrates.
These films were used in the fabrication of SIS mixers discussed above.

The transport and electrical properties of these films were characterized
and found to approach those of the bulk material. In addition, it was



found that the crystallographic structure of Ta films could be easily con-
trolled by the deposition of a thin Nb underlayer. Ta films deposited with-
out 2 Nb underlayer grew in the well known g-phase (tetragonal) which was
not superconducting, while Ta films deposited on a thin ( > 34) Nb under-
layer grew in the desired bec (superconducting) phase with a T of ~ 43K.

Accurate mixer measurements at 34.5 GHz with a 1.5 GHz intermediate
frequency (IF) gave single sideband mixer gains up to G = 1.1 £ 0.1 and
mixer noise temperatures as low as Ty, = 3.8 + 1.0K. This value of Ty, is
close to the quantum limit of Ty = #w/kln2 ~ 2.5K. The lowest receiver
noise temperature measured at the 1.3K input to the mixer block, Ty = 24 +
1K, is the lowest reported for any heterodyne receiver. The quantitative
dependence of the gain and noise on subgap leakage current and I-V sharp-
ness for different tunnel junctions was also characterized and compared
with the three port quantum mixer theory. This comparison shows that the
three port theory underestimates the experimental noise power by a factor
of 1.5 to 2 for all of the junctions measured. For junctions with I-V
curves that are not "sharp” compared to #w/e, the experimentally measured
gain is ~ 2 dB below the theoretical prediction. For junctions that are
"sharp” compared to #w/e, the theory predicts large or infinite available
gain for a significant range of experimental parameters where large gain
was not observed. These discrepancies are likely due to the failure of the

three port approximation for junctions that show strong quantum effects.
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I. INTRODUCTICN

1.1 SIS Mixers and Quantum Limited Detection

A classical resistive mixer is a non-linear device that combines a local
oscillator frequency (w,) and a signal frequency (w) to produce an
intermediate frequency (wp = wg - wg) as shown in Fig. 1-1. The
conversion gain (G) of such a device is generally improved for sharper I-V
characteristics, but is always limited to values of G < 1 in the classical
mixer theory [Torrey and Whitmer, 1948]. An ideal Superconductor-
Insulator-Superconductor (SIS) tunnel junction has an extremely non-linear
current vs. voltage (I-V) characteristic due to the rapid onset of quasi-
particle (single-electron) tunneling at the sum of the energy gaps of the
two superconductors. This "sharp” non-linearity naturally suggests the
application of SIS tunnel junctions as efficient resistive mixers. In recent
years, the SIS quasiparticle mixer has, in fact, surpassed all other mixer
technologies (such as Schottky and super-Schottky diode mixers) for use in
low noise millimeter wave heterodyne receivers and is even comparable with
maser amplifiers at some frequencies. It is now fair to say that most
future advances in radio astronomy (in the 30 GHz to 500 GHz band) will
likely be made with receivers based on SIS mixers. These advances would
not have besn possible without the combined efforts of advanced microfab-
rication, tunnel junction materials science, and good microwave design. It
is hoped that this thesis conveys the excitement and interdisciplinary nature
of this field.

If the non-linearity of the I-V characteristic is "sharp" on the voltage
scale of #w/e, an SIS mixer can show remarkable quantum effects such as
conversion gain (G > 1) and a noise power approaching the quantum limit of
one photon per hertz (P, = #wav). Py = #wav corresponds to a noise
temperature of Ty = #w/kln2 = 2.5K at 36 GHz. The SIS mixer is a very

1
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Block Diagram of a Heterodyne Receiver

RECEIVER MIXER IF AMPLIFIER
T N

/P, Ge(P oo +Py)

SIGNAL f

| f f

=T o~ Tee!

LOCAL
OSCILLATOR (LO)

N
Pﬁ% +P,

Fig. 1-1  Block diagram of a heterodyne receiver. Ge is the coupled
power gain of the mixer (coupled output power at the IF / available input
power at the signal frequency). Py, is the noise power of the mixer
referred to the input of the mixer. P} is the noise power of the IF
amplifier referred to its input. Py is the receiver noise power referred to
the input of the mixer. The receiver noise power Py is minimized by the
use of large gain and low noise mixers.
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interesting type of device in that it simultaneously displays important

effects that are due to the "particle-like" character of the input radiation
(photon assisted tunneling) as well as the "wavelike" character (mixing).
These distinctly quantum mechanical effects are predicted by the quantum
theory of mixing [Tucker, 1979] and have been experimentally observed by
several groups [McGrath et al, 1981; Kerr et al. 1981; D’Addario, 1985].
For a recent review of progress in this field see Tucker and Feldman, 198S.
These previous experiments, however, were limited by relatively poor
junction quality in terms of I-V "sharpness" (except for McGrath et al,,
1981) and a large noise measurement uncertainty that was comparable to the
magnitude of the noise itself. These experimental limitations precluded
accurate comparisons with the Tucker theory in the regime of strong
quantum effects (large gain and low noise) especially where noise properties
near the quantum limit were concerned. The exact dependence of mixer
gain and noise on junction quality also had not been investigated. These

issues thus provided the major motivation for this thesis work.

12 Materials and Fabrication

The fabrication of small area (~ 1 ym?) high-current-density (~ 1000
A/cm?) tunnel junctions with nearly ideal BCS I-V characteristics is
essential to the study of strong quantum effects in SIS mixers. The small
area is required to keep the junction capacitance small while the high
current density is required to produce a junction this small with a resis-
tance of ~ 50 0. Chapter I discusses some of the trade offs in the choice
of materials and deposition technique in order to achieve nearly ideal I-V
characteristics. In short, Ta was chosen as the most promising base
electrode material because it forms a high quality oxide tunnel barrier, is
thermally cyclable to 4.2K , and has a reasonable Te (~ 44K). Alternative

tunnel barriers are also discussed in chapters III, IV, and V. The new
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technique of ion beam sputter deposition is described in chapter III along
with its unique advantages. The ion beam sputter deposition technique
turned out to be very useful in that it allowed us to control the nucleation
of different crystallographic phases of Ta by simply depositing (or not
depositing) a Nb underlayer before Ta deposition. Chapter IV describes a
novel step-defined fabrication technique which eliminates photoresist
processing between critical junction formation steps. Combined with a dc
glow discharge oxidation process and gentle surface cleaning, the step-
defined technique produced nearly ideal SIS tunnel junctions.

1.3 Microwave Mixer Measurements

With high quality junctions in hand (after considerable hard work) we
have collaborated with W.R. McGrath and P.L. Richards at the University of
California at Berkeley to make accurate measurements of mixer gain and
noise. These measurements and the test apparatus are described in chapter
VL. The novel test apparatus designed and constructed by the Berkeley
group was essential to characterization of the mixing properties of high
quality Ta and Nb junctions that were made at Yale. The careful experi-
mental work required to fully understand and characterize the noise sources
in the apparatus is an achievement in itself. This level of sophistication is
essential, however, when trying to measure noise near the quantum limit at
36 GHz because even the thermal (blackbody) radiation noise from a 2.5K
source will be comparable to the noise from a high quality SIS mixer. In
fact, the test apparatus employs just such blackbody noise sources as cali-
brated noise standards for comparing with the mixer noise.

By measuring junctions with different subgap current levels, we were
able to determine the relatively weak dependence of mixer noise on these
currents. By measuring junctions with both broad and sharp current rises

at the sum gap we were able to quantify the relative benefit of increasing
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the sharpness of the current rise at the sum gap. One of the lowest
leakage Ta junctions gave a mixer noise temperature of 3.8¢1K which should
be compared to the quantum limit of 2.5K at 36 GHz. These results are
compared with the 3-port approximation of the quantum mixer theory in
chapter VIL

A significant dependence of the mixer gain on the image impedance
was also observed. (If the signal frequency is given by wg = w o + wp
then the image frequency is given by wpyagg = wio - wy) The impe-
dance at the image frequency is theorctically expected to have a significant
effect on the conversion gain of the mixer as discussed in chapter VII. We
found that the nairow rf bandwidth of our mixer block provided signifi-
cantly different si image im| with a large IF of 1.5 GHz
This results in a_relatively low gain = 1,1). A smaller IF of 25 MHz,
however, gave approximately equal signal and image impedances and large
gain G >> 1. The explanation of this effect was not obvious at first and

required some careful analysis.

1.4 Comparison with the Quantum Mixer Theory

The experimental results of chapter VI have been compared with the
three port (i.e., three frequency) approximation of the full Tucker theory as
discussed in chapter VII. Higher order caleulations are considerably more
complex and require additional information on embedding impedances at
higher frequencies which is difficult to obtain. For this reason, our
calculations and almost all others in the literature are made in the three
port approximation. This approximation should be valid for junctions with
large enough capacitance that the harmonic frequencies are effectively
shorted as discussed in chapter II. The results of these model calculations
demonstrate that the three port theory overestimates the measured gain by
~ 2 dB in the low gain regime with rounded I-V curves. When the I-V



6

curve becomes sharp compared to #w/e, however, we find that the theory
predicts large and infinite available gains which were not measured. The
detailed dependence of the gain and noise on the dc bias voltage, the LO
voltage amplitude, signal impedance, and image impedance have all been
investigated in the modeling. The purpose of this modeling is to character-
ize the range of experimental conditions over which large gain should have
been observed. The theory also underestimates the measured noise power
by a factor of 1.5 to 2 for both high gain and low gain mixers. The
relative increase of mixer noise power with increased subgap current is,

however, found to be in reasonable agreement with the theory.

"Experience does not ever err, it is only your
judgement that errs in promising itself results which

are not caused by your experiments."

- Leonardo Da Vinci (¢. 1510)



II THEORETICAL OVERVIEW

This chapter provides the basic theoretical framework for understand-
ing the results on superconducting materials, tunnel junctions, and quasi-
particle mixers in the quantum limit that are presented in the following

chapters. The chapter is divided into three major sections,

1.) Theory of superconducting materials
2.) Tunneling in superconductors

3.) Quantum mixer theory and quantum limited detection.

The section on superconducting materials reviews the basic properties of
superconductivity in BCS (weak-coupled) and strong-coupled superconductors
with an emphasis on the consequences for SIS tunnel junctions. We refer
to superconductors with a large electron phonon coupling as being strong-
coupled. The basic phenomenon of tunneling in superconductors is discussed
with an emphasis on the quasiparticle tunneling effects which are most
important for the operation of quasiparticle mixers. Josephson pair
tunneling is not directly relevant for SIS mixers and is only briefly
discussed. Finally, the quantum theory of mixing and its remarkable
predictions for large gain (G >> 1) and low noise (approaching the
Heisenberg uncertainty principle limit) are presented. A simplified picture
of the gain mechanism which removes the complexity of the full theory is
also presented. This simple picture illustrates why quantum mixers can

achieve G >> 1 while classical mixers are restricted to G < 1.

2.1 Theory of Superconductivity and Superconducting Materials
2.1.1 BCS Theory

Excellent treatments of the BCS theory of superconductivity exist in a

7
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number of books [Wolf, 1985; Tinkham, 1975; Rickayzen, 1969] as well as
the original paper by Bardeen, Cooper and Schrieffer, (1957), so only the
essential results will be presented. The basic physical idea behind the BCS
theory is that the exchange of a virtual phonon by two electrons can cause
an attractive electron-electron interaction. The BCS theory takes the
attractive interaction V to be a constant up to a cut off frequency o,

which is on the order of the Debye frequency wp. This attractive interac-
tion is found to be largest for two electrons of equal and opposite momenta
k, one with spin up and the other with spin down. If the attractive
interaction is larger than the repulsive screened Coulomb interaction, a new
ground state (the superconducting state) becomes energetically favorable.
This ground state consists of pairs of electrons +k and -k with opposite
spins called Cooper pairs. The elementary excitations from this ground
state are called quasiparticles and are of primary importance for this thesis.
The density states for these elementary excitations Ng(E) in the BCS theory
is given by,

Ng(E) = N (0)E/(E2 - a2)1/2 |E| = & 2-1

-0 |[E| < &

where Np(0) is the density of states for the normal metal at the Fermi
energy and E is the excitation energy for the quasiparticle which must be
greater than the gap energy o. This is the density of states that is
measured by an ideal SIS tunnel junction (see section 2.2) and is respon-
sible for the extremely sharp current-voltage non-linearity required to
observe strong quantum mixing effects (see section 2.3). It is conventional
and convenient to think of these excitations (quasiholes or quasielectrons)
in a semiconductor-like picture as shown in Fig. 2-1 for tunnel junctions.

The BCS theory also predicts a zero temperature energy gap 4(0) which is
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given by,

A(0) = #w,/cosh[1/N(0)V] 2-2
= 2we /N0 (N(O)V << 1)

and a finite temperature energy gap a(T) which is given by the implicit

solution of,

1 “c anh [(e2 + 82(T))1/2 7 2xT)
- de 2-3

N(O)V 212 + 22(1)11/2

-hwg
The solution of this equation for Ta (a(0) = 0.69 meV) is plotted in Fig.
3-8 along with a useful approximate form A(T) = 1.74a(0)[1-T/T]/? which
is valid near T,. The superconducting transition temperature T, is found

when a(T) goes to zero and is related to the zero temperature gap a(0) by,
kT, = 24(0)/3.53 2-4

In the BCS theory, no attempt is made to calculate the value of V
from material specific data such as the strength of the electron-phonon
interaction (although it can be estimated). This type of calculation is left
to the Eliashberg theory described in the next section. In this sense, the
BCS theory does not predict the transition temperature of a superconductor,
rather the actual T is used to infer V.

One of the more remarkable and important aspects of the supercon-
ducting state is its insensitivity to impurities and scattering. Although
impurities can change the T and a of a superconductor (through Np(0) and

V), the basic superconducting properties such as the existence of an energy
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gap, the sharp peak in the density of states at 4, and macroscopic phase
coherence of the pair ground state (which leads to zero resistance and the
Josephson effect) are unchanged. Naively one might expect that impurities,
which destroy the ideal plane wave states used to construct the BCS ground
state (with k+ and k- pairing), would modify the BCS predictions.
Anderson, however, has shown [Anderson, 1959] that any external perturba-
tion that does not break time reversal symmetry (such as a non-magnetic
impurity) will leave the thermodynamic properties of the superconductor
unchanged. This important theorem says that many disordered and even
amorphous materials can be perfectly well behaved BCS superconductors
provided they have pairs of time reversed states and a favorable electron-

phonon interaction.

2.12 Eliashberg Theory for Strong-Coupled Superconductors

The strong-coupling theory of superconductivity as originally proposed
by Eliashberg (1960) goes beyond the BCS theory and is fundamental to any
theory that attempts to relate the gap to the basic interactions in the
metal. The required mathematics is far more complex than that involved in
the BCS theory and has been discussed in many excellent reviews [McMillan
and Rowell, 1969; Scalapino, 1969; Wolf, 1985]. The essential physical
difference between the BCS theory and the strong-coupling theory lies in
the assumed nature of the phonon mediated electron-electron interaction.
The electron-electron interaction provided by the final Eliashberg (1960)
electron-phonon function,

E + h
ktq g

v « 2-5
k,k+q 2 2
(Ek+q + hwq) - Ek
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is local in space and retarded in time. This result is in contrast to the
BCS model interaction which is nonlocal in space and instantaneous in time
for any pair of electrons within #wp, of the Fermi surface. The origin of
the retarded interaction is easy to understand. An electron moving through
the lattice will deform the lattice and leave behind a polarization. A
second electron moving through the same part of the lattice can then feel
this polarization and scatter off of it. Clearly, the Eliashberg formulation
more accurately describes the real nature of the electron-phonon interaction
in metals. Details of the required caiculations for the electron-phonon
interaction can be found in several standard texts [Rickayzen, 1980; Fetter
and Walecka, 1971].

At T=0K, the coupled Eliashberg equations for the energy dependent
g2p a(w) and renormalization function Z(v) in an isotropic superconductor
are [Wolf, 1985],

[We
80) = (2] | w'P) [Re(w,0') - #¥) 2-6
ls
(o
1 - 2(w)]w = dw'N(w' )K_(w,0") 2-7
J0
where
A(w)
P(w) = Re|[ ™ 2-9
[w2 . AZ(Q)]I/Z
fol
N(w) = Re| ™™ 2-10
(W? - a20)]1/2

and
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1 1
+ 2-11

W tw+Q+i5 -0+ Q- 16

Ke(w,0') = J:dmzmmm

In these equations, we is a cutoff frequency typically taken as five times

the maximum phonon frequency. a(ag) is the experimental energy gap
measured in a tunnel junction and N(w) is the tunneling density of states.
The only material-dependent quantities here are " and X0)F(a). 4" is the
coulomb pseudopotential (N(0)U,) which approximately characterizes the
screened coulomb repulsion between electrons. o?(0)F() for an isotropic

superconductor is given by,

ds

a2 (Q)F(Q) = J viel 2-12

[
|7

K Z(Q)Fk(ﬂ)

where

2 ds 1 2
Q)F, (Q) = k' - -
2, @) J S mg o 12600 -0y oy ] 213

where vy is the group velocity of state k on the Fermi surface, dSy is an

element of Fermi surface area, and g’ describes electron scattering

from k to k' on the Fermi surface with’ké:eation of a phonon of energy
ﬁw,\,k-k' and polarization ». F(a) is the phonon density of states which can
be directly obtained from neutron scattering. It is possible to obtain the

full function o*(0)F(a) from tunneling measurements which measure N(w) and

8(a) as discussed by McMillan and Rowell, (1969). Since « is not a strong
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function of @, o?F(g) can also be successfully compared with neutron
diffraction experiments [Wolf, 1985]. By using the finite temperature form
of these equations [Rainer, 1974; Vidberg and Serene, 1977], one can also
solve for the transition temperature, T, where A(T) goes to zero.

A useful measure of the electron-phonon coupling strength is given by
the McMillan parameter Agp,

dep = 2 raz(w)F(w)w'l dw 2-14
0

Superconductors with values of dep < lare generally considered to be
"weak-coupled” and those with dep > 1 are "strong-coupled”. This integral
gives the strongest weight to the low frequency phonons and is useful to
keep in mind when considering the phonon spectrum of a superconductor.
In fact, most strong-coupled high T superconductors (such as Pb, PbBi, and
many A-15 compounds (e.g. Nb3Sn)) have a large density of low frequency
phonon modes. Most materials have a maximum density of low frequency
phonon modes that can be supported before the material becomes struc-
turally unstable. This is thought to be one of the fundamental limitations
in creating materials with very high T.’s (T, > 30K) [Varma, 1982].

The main experimental consequences of the strong-coupling calculations
for tunnel junctions are some small corrections (« (T¢/8p?) to the BCS
tunneling density of states due to the energy dependence of a(w) and a
change in the form of A(T). Our experimental measurement of A(T) for Ta
films (see Fig. 3-8) agrees with these predictions ((T¢/6p? ~ 3x10%4 for
Ta) and the findings of other experimenters [Wolf, 1985]). Additional
strong-coupling effects such as gap anisotropy and quasiparticle lifetime

effects are discussed below and in chapter V.
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2.1.3 Anisotropy of the Superconducting Energy Gap

By considering the k dependence of «%(@)Fy(Q) in Eq. 2-13 before
Fermi surface averaging in Eq. 2-12 it is easy to see that A can depend on
k. The anisotropy in the distributions ,2(2)Fi(a) can be usefully discussed
in terms of anisotropy in

1) the Fermi surface

2) the phonon spectrum

3) the form of the electron-phonon interaction.
Since these anisotropies are well known to exist in most metals, we may
well expect that A depends on k. As discussed by Ohtsuka (1977), the
experiments to date (based on upper critical field measurements) are in
general agreement with respect to the presence of these effects and the
influence of impurities. Impurities are found to introduce scattering which
reduces anisotropy effects by averaging over the Fermi surface. A recent
collection of articles [Weber, 1977] reviews a number of the experimental
and theoretical issues involved in studying anisotropic superconductors.

It is reasonable to expect that tunneling measurements of the gap in
single crystals would show a dependence on the tunneling direction of the
electrons (to the extent that barrier tunneling is regarded as a directional
process with most of the electrons injected in a cone of angle ~10° about
the barrier normal direction (sce Wolf, [1985]). Surprisingly, however, there
seems to be no consensus among the different tunneling experiments on the
same material [Bostock, 1977). Different tunneling experiments by different
groups certainly show effects that appear to be due to anisotropy (i.e.
multiple energy gaps), but the magnitude of these effects and their energy
does not appear to be consistent from one experiment to the next. Recent
work on MBE grown single crystal niobium films [Durbin, 1983] provides
clear evidence for a k dependent o?F(a). Unfortunately, these authors were
not able to obtain convergence with the McMillan [1965] inversion program
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(to obtain o?(R)F(n)) for tunneling in the (111) direction. The 110 direction
produced convergence in the normal fashion . This indicates a fundamental
problem with the tunneling measurement or the model. The non-ideal
nature of many tunnel barriers (as discussed in chapter V) may partially
explain the present difficulties with these measurements. Clearly, further
work and improved tunneling measurements are required to clear up the
quantitative discrepancies in these experiments. Nonetheless, the experi-
mental evidence clearly indicates the presence of anisotropy effects in pure
materials and the destruction (Fermi surface averaging) of these effects by

the addition of impurity scattering.

2.1.4 Quasiparticle and Phonon Lifetimes

The lifetime of low energy quasiparticle excitations and phonons are
important in a variety of phenomena occurring in superconductors. As
discussed in detail by Kaplan et al. (1976), the dominant quasiparticle
relaxation processes are inelastic scattering with phonons and recombination
with other quasiparticles to form a bound Cooper pair with the emission of
a phonon of energy 24 in the process. These lifetimes can be related to
the low-frequency part of the phonon density of states F(n) weighted by
the square of the electron-phonon matrix element o?(n). Kaplan et al.
(1976) have calculated the lifetime of a quasiparticle based on experiment-
ally available information about o?()F(g) for a number of materials. The
rate can be separated into scattering and recombination rates which define
the scattering and recombination lifetimes (rg and r;) respectively. These
authors find good agreement between their calculations and the available
experiments.

For the tunnel junction experiments discussed in chapter V, we are
interested in the lifetime of a quasiparticle at the gap edge and at low
temperatures (T < 1/2 T). As discussed further in chapter V (see section
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5.5.6), short quasiparticle lifetimes can lead to a broadened current rise at
the sum gap in a tunnel junction and reduced mixer performance. For
example, a lifetime r of 10-* seconds corresponds to an voltage broadening
of AV = afer = 100 sV which is significant for SIS mixers at 36 GHz.

Without going into the details of the calculation, Kaplan et al. (1976)
find that the low temperature quasiparticle lifetime at the gap edge is
dominated by the quasiparticle recombination lifetime r;. The phonon
scattering lifetime rg under these conditions (T < 1/2 Ty), is long because
there are relatively few states for a quasiparticle at the gap edge to decay
into by spontaneous phonon emission. The recombination lifetime r under
these conditions (T < 1/2 T and E = 4) is strongly temperature dependent
due to the thermal population of quasiparticles available for recombination,
but is always less than the phonon scattering lifetime for quasiparticles at
the gap edge. The temperature dependent recombination lifetime found by
Kaplan et al. (1976) is approximately given by

5/2 1/2 .
Lo VRO L e y1s
Ty kT, T, o

with typical values of r, for many materials in the range of 1x10- to
1x107° sec. r( can be estimated from the approximate functional form,

3

To % yr

2
< ey (6p/Tc) 2-16
which shows that r, will be shortest for strong-coupled materials (Aep > 1)
with large values of T/, The strong temperature dependence of rp is
clear from Eq. 2-15 and reflects the exponential decrease in the quasi-

particle population at low temperatures.
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2.2 Superconducting Tunnel Junctions

Since the original discovery of tunneling in superconductors by Giaever
(1960), tunnel junctions have been studied intensively by many groups.
Superconductor-Insulator-Superconductor (SIS) and Superconductor-Insulator-
Normal metal (SIN) tunnel junctions are interesting not only in their own
right, but also serve as the most sensitive probe of the microscopic
properties of superconducting state itself. As mentioned above and more
thoroughly discussed by McMillan and Rowell, (1969) and Wolf, (1985) SIN
tunnel junctions can be used to extract «*(a)F(q) which is the product of
the electron-phonon coupling o*(a) and the phonon density of states F(g).
SIS tunnel junctions can also exhibit superconducting pair tunneling
[Josephson, (1962); Barone and Paterno, (1982)]. This macroscopic quantum
effect is the basis of the SQUID (Superconducting QUantum Interference
Device) which has been extensively developed in the last 10-15 years for
ultra-sensitive voltmeters and magnetic field measurement [Barone, 1982;
Van Duzer, 1981]. Our primary interest in this thesis, however, is in the
extremely non-linear quasiparticle I-V characteristic of an SIS junction
caused by the singularity in the superconducting density of states in
Eq. 2-1.

Cohen, Falicov, and Phillips (1962) formulated 2 Hamiltonian theory
that describes the quasiparticle tunneling through a potential barrier in an
SIS junction as illustrated in Fig. 2-1. This formalism can also describe the
superconducting pair tunneling [Josephson, 1962; Barone, 1982], but we will
concentrate on the quasiparticle results. The proposed Hamiltonian is

H= +H + + eV -
HL R HT e (t)NL 2-18

where Hy and Hy, are the Hamiltonians for the left and right electrodes
respectively (i.e. the Hamiltonians that describe the superconducting state
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discussed in section 2.1), V(t) is the applied voltage, and N; is the number
operator for the left electrode. Hi is given by,

+ * +
HT - Z(quckcq+ qucqck) 2-18
k’q
and N; is given by,

+
N = 2-19
ckc )

Here cy and ¢q are the second-quantized operators for particle creation or
annihilation on the left and right respectively. The tunneling matrix
elements Tyq = T‘kq are taken to be sufficiently small that the transfer of
electrons across the barrier may be treated to lowest order in the coupling.
A microscopic calculation of the tunneling current using Green’s functions
and standard linear response theory [Ambegaokar and Baratoff, 1963;
Werthhamer, 1966; Rogovin and Scalapino, 1974] gives the dc quasiparticle

current as,

©

ne

Ige (V) = 27 I dwy dwy Iqu|2 Ap(k,w1) Ap(q,wp)
B kqo Y-
X [£(hwy) - E(hwp)] 6(eV/A + oy - wp)  2-20

where f(rw) is the Fermi distribution function (f(rs) = (¢"“/XT

+ 1)1) and
Ay are the single-particle distribution functions for the left- and right-

side electrodes. For a normal metal tunnel junction, this equation reduces
to

INN(Y) = V/Ry 2-21
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where,

3
Ry = B 2-22

4ne? Np(0) N (0) <|TZ|>

This is just the equation for a resistor and is commonly observed for non-
superconducting tunnel junctions at low voltage (< 100 mV). If one of the

electrodes is superconducting, then the equation for the current is given by

1 E’
bl ' - - ')] de’ 2-23
ISIN(V) eRy (E'2 . A2) 1/2 [£CE ev) - £(E")]

-

The density of states diagram and resulting I-V curve for this situation are
shown in Fig. 2-1. The SIS" case for two different superconductors has a
quasiparticle I-V which is given by

o

1 |E’] lE’ - eV|
Tsrsr M = e 2 2172 2 2172
N1’ - a) [(eV - E)°- 4]

2-24

x [£(E' - eV) - £(E')] dE’

and shown in Fig. 2-1c and 2-1d for a series of reduced temperatures (t =
T/T¢). Notice that at all temperatures below T, the I-V curve has a
discontinuity at the sum-gap voltage A1 + ap. This results from the
overlap of the singularity in the density of states in Eq. 2-24 which exist
at all temperatures below T.. There is also a difference gap structure
which is due to thermally excited quasiparticles and is strongly temperature
dependent (« et/ kT).

As indicated above and also discussed in chapter V, gap anisotropy and
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short quasiparticle lifetimes generally lead to a width of the current rise at
the sum-gap and I-V curves that differ from the ideal case in Fig. 2-1.
Additional mechanisms for non-ideal junction characteristics, particularly
the mechanisms that explain "leakage” currents below the sum-gap, are

discussed in chapter V.

2.3 Mixer Theory
2.3.1 Mixer Terminology

Any non-linear resistive device can act as a mixer to combine two
input frequencies (a signal, wsig, and a local oscillator, w,) and produce an
intermediate frequency wy = wsig - wo- Mixers are characterized by a
coupled conversion gain G¢ and an input noise power P, More precisely,
the coupled gain of a mixer G is defined to be the ratio of the power

coupled out of the mixer at the IF P§; to the available power at the
signal frequency P4,

G = PS/PA; . 2 25

The term "available power" refers to the power that would be coupled into
a matched load (i.e.,, when the reflected power is zero) while the term
"coupled power" refers to the power that is coupled into the actual load of
interest. The available gain G, is also important and is defined as the

coupled gain G, divided by an IF impedance mismatch factor (1-]5]?),
Gy = G/(1 - [o]?) 2.2
where [5|? is the power reflection coefficient at the IF output of the

mixer. p is the amplitude reflection coefficient. This form is only valid

for |p]2 < 1. If |p|2 > 1 (as is the case for output impedances with a
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negative real component), the available gain is infinite. Th 1 in
and the power reflection coefficient are what one actually measures in a
mixer experiment. These issues are discussed in more detail in chapter VI.
If the output impedance of the mixer is Zp, and the input impedarce of the
IF amplifier is Z;, then

4 Re(Zy) Re(Zgp)
1-]pl% = 2-27
IZIF + ZLIZ

If Z, = [|Re(Zp)| - i Im(Z)), the load impedance (i.e., the IF amplifier
input impedance) is matched to the IF output impedance of the mixer. For
Re(Zy) > 0 this corresponds to |»|? = 0, while for Re(Zy) < 0 this
corresponds to |p|2 = = As discussed below in section 2.3.2, these relations
are only possible because G, is independent of the IF load impedance Z;
(Torrey and Whitmer, 1948]. There is also an impedance mismatch at the
signal port of the mixer but, this can not be included as a simple
impedance mismatch correction because G, is dependent on the signal
impedance.

The noise power of a mixer Py, is defined! as the input signal power
required to give a signal to noise ratio of one at the output. If this power
is converted to a temperature with the Planck blackbody formula,

Aw B

2 2-28
exp(fw/kTy) - 1

where B is the bandwidth in hertz, one can also define! a mixer noise

temperature (see section 2.3.7 for a discussion of other definitions). This is

! IEEE Standard Dictionary of Electrical and Electronics Terms, Frank
Jay, Editor, Wiley, New York (1977).
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the physical temperature to whick a maiched termination at the signal port
must be raised to double the output noise of the mixer. For a resistor R
at low frequencies (w << kT/#), this formula simply reduces to the well
known Johnson noise formula (P = kTB ==> <V2> = 4kTRB).

The importance of large gain and low noise in a mixer can be
appreciated by considering the receiver noise power Py = PN/G. + Py,
referred to the mixer input. A mixer with large gain minimizes the
contribution of the IF amplifier input noise power P}.. A low mixer noise
power is also important when the gain is large and the IF amplifier noise

power is small.

2.32 Classical Mixer Theory

The classical theory of mixers has been well discussed by a number of
authors [Torrey and Whitmer, 1948; Saleh, 1971; Held and Kerr, 1978). The
classical mixer theory, as well as the quantum mixer theory discussed in
sections 2.3.3 to 2.3.5, describe the small signal mixing properties of a

mixer in terms of a Y matrix

ip - Z Yom' Vo 2-29
ml
where,
@
- iwpt
vsig(t) Re vae ’ 2-30
M=
©
. . dwpt
lsig(t) = Re ZLme m , 2-31
M=-c0
and

wp = m + w, m=20, 1, 2, .... 2-32
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The Y matrix (also called the admittance matrix) then describes how the
strong pumping at the LO frequency v (= ;) mixes the output frequency
wg (= wp) with all of the sidebands. The sideband frequencies (w, for m =
0) and v are often referred to as the ports of the mixer. Throughout this
thesis we will refer to a "three port" model which means that we are only
considering the three frequencies w, with m = -1, 0 and 1. The LO
frequency is always assumed to be present. The validity of the three port
model is discussed in section 2.3.6.

In the classical mixer theory, the Y matrix elements are determined
from the time dependent modulation of the dc I-V curve which produces a

time dependent conductance

d
Gcl(t) - av; I3 (Vo + Vpgcoswt) 2-33

©

_ E: Gcl(mw)eimwt

M-
and yields,
el -6l - a)o) 2-34
where,
X/
6 () = % J eel(e) o 1™ ¢ 2-35
/W

GY(mo) is simply the Fourier transform coefficient of G¢l(t) in Eq. 2-33.
This classical calculation assumes that the high frequency response of a
non-linear device will be given simply by the form in Eq. 2-33. The
quantum mixer theory [Tucker, 1979], discussed in sections 2.3.4 and 2.3.5,

shows that this is not a valid assumption for I-V curves that are “sharp" on
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the voltage scale #w/e (the exact meaning of "sharp” is discussed in section
234). Naturally, the quantum calculation of Y (see Egs. 2-55 and 2-56)
reduces to the classical form for rounded I-V’s.

Once the Y matrix is determined, the mixer analysis is relatively
straightforward. One simply places current generators I; with output
admittances Yy, at each port of the mixer and calculates the response. The

equation to be solved then becomes

Ip = ip + Ypvp
- Z(Ym: + Yoby o)V 2-36
ml
which can be inverted to yield,
Vg = Z Zgm' I 2-37
ml

where, in matrix notation,

N Zame 1] = | ¥ + Vb e 1171 2-38

If a signal source I is placed at the m = 1 port (signal port) and the
output is taken at the m = 0 port (IF port) as shown schematically in Fig.

2-2, the output voltage of the mixer may be written as

Yo ™ Zoo *o1's

where,

Aol = Z91/Zyp - 2-40

This is a particularly useful form for the output voltage because it can be



26

i2
Y2’
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@ U MIXER o
o Yio YO_YL

Fig. 22 Schematic diagram of 2 general nonlinear diode mixer with the
signal ports labeled for v, = mo + w, The signal frequency is w;, the IF
output is w, and the image port is w.



27

easily shown that )y, is independent of Y, (= Y;). This conclusion is
obtained by explicitly performing the matrix inversion in Eq. 2-38. This
implies that the mixer output can be viewed as a current source of
magnitude I, with an output impedance of Zy = (1/Zq, - YL This
output impedance Zp, is also independent of Y;. The coupled and available

gain of the mixer are then given by

Gc = 465G [Zg1 ]2

4GgGy,
- 2
- A 2-41
IYIF + YLIZ | 01'
and
Gy = Gs|011%/6p  (for Gp > 0) 2-42
- (for GIF <0).

In these expressions, Gg, G, and Gy represent the real part of the
respective admittance. These expressions show the explicit dependence of
the coupled gain G on the small signal admittance matrix Y__' and the
embedding admittances Y,,.

The shot noise properties of the mixer can be described in terms of

an H matrix where the noise current at the output of the mixer is given by

<[1o1510 = B) Agpion: B 2-43
m,m’
and
Hppr = 2eljgf(n-m’)w] . 2-44

Iol(m-m’)s] is the m-m’ Fourier component of the LO current and is
given by
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x/w .
Ip(m) = 3= J Ipo(t) e 1™F g 2-45

-x/w

The shot noise in the quantum theory bas the same form but, with a
different definition of the H matrix (see Eq. 2-67). The current fluctua-
tions (Johnson noise) in the image terminations (m = 0 or 1) also contribute

to the output current noise as

<[I°]2>m' B Z [Aopl 2 4KT Gy 2-46
m<0,1

where Gy is the real part of the embedding admittance at w, and Ty, is
the temperature of that admittance. The quantum generalization of this
term to include zero point fluctuations is discussed in section 2.3.6 and
23.7. By equating the sum of these output noise currents to that produced
by an available signal power at the input one obtains the minimum detect-

able signal power Pget (for a signal to noise ratio of one) to be

<112 + <[11%1y
Pdet - ) 2-47
4Gg (A1 |

The classical theory predicts that the available power gain G, of a
mixer should always be less than one while the noise power can approach
zero (for an ideal device at T = 0K). A zero noise heterodyne mixer is
clearly inconsistent with the general quantum noise limits discussed in
section 2.3.7.
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2.3.3 Photon Assisted Tunneling

Before trying to understand the quantum mixer theory, it is very
helpful to have a clear picture of the photon assisted tunneling process in
SIS tunnel junctions. Photon assisted tunneling in SIS tunnel junctions, as
first observed by Dayem and Martin (1962) and explained by Tien and
Gordon (1962), is a process by which incident radiation can provide the
extra epergy required for quasiparticle tunneling at dc bias voltages less
than the sum-gap. This process is illustrated in Fig. 2-3 for two unequal
superconductors A and B.

The theory proposed by Tien and Gordon assumes that the junction is
driven by a time dependent potential V(t) = V,cos(wt) in Eq. 2-18. This
assumption implies that all higher harmonics of the ac waveform are
shorted. This is often the case for real tunnel junctions because the
junction capacitance acts as a low impedance shunt for the higher harmon-

ics. The dc current under these conditions is found to be

@

I5(Vg,Vy,) = Z Jg(evw/ﬁw) I3.(Vy + nhw/e) 2-48

n= -

This series is a Bessel function weighted sum of dc currents at voltages
separated from the bias voltage Vi, by #w/e. This form describes the
photon assisted tunneling steps illustrated in Fig. 2-3 which were first
observed by Dayem and Martin and are an important part of the operation
of SIS mixers. For an SIS mixer, the strong local oscillator pump power
produces a pumped I-V curve such as that in Fig. 24. Mixing occurs when
a weak signal (perturbation) is added to the strong LO pump to produce a
modulation of the pumped I-V at vy (the IF output). We note that the

classical way of calculating the pumped I-V is to apply the time dependent
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Fig. 2-3  a) Photon assisted tunneling steps on an SIS (Al/ALO,/In)

tunnel junction as first observed by Dayem and Martin (1962)[Figure is from
Tien and Gordon (1963)] b) Density of states representation of the photon
assisted tunneling process for a single particle event.
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volta th LV m he time aver nt. If on
applies this simple technique to the de I-V characteristic of an SIS" tunnel
junction in 224, it is n ibl nerate the photon assiste
tunneling steps which are discussed above, Of course, the low frequency

limit of Eq. 248 reduces to the classical result {Tucker, 1979]. This limit
of Eq. 2-48 is shown explicitly below for eV,, << #w» and #w/e much less
than the voltage scale of the non-linearity. The classical result is simply a

Taylor series expansion of the non-linear I-V to second order in V.

1, [To(Vo + fw/e) - 214(Vo) + Io(V, - fw/e)
Io(Yg,V,) = Io(V,,0) + -V
2 2(hw/e)2

2-49a

1 ,d 1,
« Io(V,,0) + - V5

2 dav2

(Classical Result) 2-49b

V=0

These equations also give a useful working definition of when an I-V curve
should produce strong quantum effects (i.e. what is a "sharp" I-V). Namely,
strong quantum effects should be seen when the de I-V curve changes

rapidly enough on the voltage scale of #w/e that the finite difference forms

of the derivatives in 2-49a do not approximately equal the exact derivatives

in 2-49b from the d¢ I-V curve,

The calculation of a pumped I-V curve for a large capacitance junction
(WR\Cy >> 1) is relatively straightforward because one can assume that V,
is independent of the dc bias voltage Vo. The more interesting case,
however, occurs when the junction capacitance is small or is approximately
resonated out by external tuning elements (microwave matching). In this

case one must consider the finite impedance of the current source (or
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Thevenin equivalent voltage source) that is driving the junction. The
equivalent circuit in this case is shown in Fig. 7-2 and discussed more fully
in section 7.1. Essentially, the input admittance of the junction at w g is
a function of the dc bias voltage V. This dependence on V implies that
the LO voltage amplitude V,, can depend on the bias voltage V. This
variation of V,, is largest when Y;, (the output admittance of the LO
current source) is small compared to the tunnel junction admittance. If V,
decreases as V|, increases, it is possible to produce flat (large dynamic
resistance Rp) or even negative resistance photon steps on the pumped I-V
curve. The experimental observation of this effect [McGrath et al,, (1981);
Smith et al., (1981); and Kerr et al,, (1981)] confirms the basic ideas
discussed above and is intimately linked to the observation of large gain in
SIS mixers (see sections 2.3.4 and 2.3.5). We have also observed this effect
in sharp tantalum junctions as discussed in chapter VL

A simple model of this effect proposed by Smith et al., (1981), shows
that certain criteria must be met in order to observe negative resistance.
Essentially, the dc dynamic resistance Ry of the pumped junction is given
by differentiating Eq. 248 to obtain

nl@) — + —

o - 4V,

d1(Vy,P1p) Z‘” [32 dI, da a(Ji(a)) . . 25
ot al = Rp .

v &, da
with the constraint of constant available LO power,

Pro = I, + V,¥10l2/86 2-51

where I, is given by,

I,(Vy,V,) = A coswt + Bsinwt 2-52
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with the coefficients A and B given by,

@©

A= Z Jala) [Jp41(e) + Jp.1(2) 1140 (V4 + nfiw/e) 2-53
N=-o

B = Z Ja(@) [Jps1(@) - Jp.1(e) JIgg(V, + nhw/e) 2-54
N=-

where o« = eV, /fw and Iyy is the Kramers Kronig transform of the
unpumped dc I-V (see section 2.3.5). For voltage driven junctions, da/dV,
is zero which implies that the sum in Eq. 2-50 is always positive and that
negative resistance will not be observed. The exact conditions for observ-
ing negative resistance with an arbitrary I-V curve will depend on the
value of Y| ,, the subgap leakage current and the I-V sharpness. I-V
curves with a large subgap conductance or a broad (compared to #w/e)

current rise at the sum gap do not show negative resistance. In addition

we note that a classical lation of th m; .V not_produce flal
or negative resistance steps [Tucker and Feldman, 1985). The next section
shows how these flat or negative resistance steps are intimately linked to

the observation of large gain in SIS mixers.

2.3.4 Simple SIS Mixer Model

This section describes a simple picture of SIS mixers which illustrates
the physical origin of the large available gain (G, >> 1) predicted by the
full quantum mixer theory. This model is a combination of ideas presented
by Tucker and Feldman, (1985) as well as work by McGrath et al. (1981)
and Smith et al. (1981). As discussed in the previous section, pumped I-V
curves can have photon steps with a large or negative dynamic resistance

R (see Fig. 2-4). The equivalent circuit for this discussion is also shown
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Fig. 24. If an external signal is applied with wg = vy o, beating of the two
frequencies can result in an amplitude modulation (AM) of the LO pump
power at v = wyo - wg. This causes the photon step in Fig. 24 to
oscillate up and down at the beat frequency (IF) and produce a voltage on
the load conductance G; = 1/R[ at wy (this is the IF output voltage). As
discussed in section 2.3.2 (see Eq. 2-39) and illustrated in Fig. 2-4, the IF
output of a mixer is equivalent to a current source of magnitude I (=
Apls) with an output impedance of Rp. For low IF's (wp = 0), Ry, is equal
to the dynamic resistance of the pumped I-V at the bias voltage V,, (see
McGrath et al, 1981; and Feldman, 1982). The quantum mixer theory allows
R;, to approach infinity and become negative while still maintaining a finite
value for the IF output current source. Since the available output power is
given by |I|2Rp/8, this situation corresponds to infinite available gain G,.
If the load resistance R; is matched to the IF output impedance Ry, large
coupled gain G, (approaching infinite) can also be produced. A practical
limit to the infinite gain mechanism occurs when the magnitude of IF
output voltage approaches a significant fraction vy of the photon step width
#w/e. This output saturation corresponds to a maximum input signal power
(saturation power) of Pgay = (vohw/€)? /2GR, [Tucker and Feldman, 1985;
Smith and Richards, 1982] and limits the dynamic range of large gain SIS

mixers. For a 1 dB gain compression vy = 0.2.

2.3.5 Quantum Mixer Theory

The quantum theory of mixing developed by Tucker, (1979) and
recently reviewed by Tucker and Feldman (1985), describes the performance
of non-linear resistive mixers where the voltage scale of the non-linearity
is small compared to the photon voltage #w/e. This theory builds on the
original work on photon assisted tunneling in superconductors by Tien and
Gordon, (1963) which is discussed in section 2.3.3. The quantum mixer
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theory makes the remarkable prediction that a mixer with a non-linearity
that is sharp on the voltage scale #w/e (= 150 sV at 36 GHz) can achieve
conversion gain G, >> 1 and an input noise power that approaches the
quantum limit of #oB (one photon per hertz). This corresponds to a noise
temperature of #w/kin2 « 2.5K at 36 GHz. As discussed in chapter I and
VI, these effects have been experimentally observed by several groups
[McGrath et al.,(1985 and 1981); D’Addario, (1984); Kerr ei al., (1981)].
Chapter VII describes a computer implementation of the Tucker theory in
the three port approximation. The measurements of Ta junctions in this
thesis represent an accurate test of a number of the theoretical predictions
for sharp SIS junctions that show strong quantum mixing effects.

The starting point for the quantum mixer theory is to self-consistently
determine the large signal local oscillator waveform impressed on the tunnel
junction. This is, in general, an extremely complicated non-linear problem
that requires the knowledge of embedding impedances at all harmonics of
the LO frequency [see Tucker and Feldman, (1985); Hicks, (1985); and Kerr
(1975)]. Tucker’s original calculation [Tucker, 1979] allows for the treat-
ment of this general case; but, since this is rarely feasible in practice, we
will only discuss the case of a sinusoidal LO drive where all of the higher
harmonics are shunted by the junction capacitance. This also means that
we are only considering the 3 port approximation of the full theory (ie.
the only frequencies that enter the Y matrix calculation are the signal w;,
the image wj, and the IF wy). The validity of the 3 port approximation is
discussed in section 2.3.6.

Once the amplitude of the LO waveform V,, = V,, cosst is known
(see also section 7.1), the elements of the small signal admittance matrix

Y,n can be determined. The form derived by Tucker is

Ym'mr - Gm,ml + iBm'm:



37

where,
-
e -
Cp,m' = m Z Jn(eVy/Bw)Jy (ve/fzw)Jm_m, n'-n 2-55
n,n'=-o
X [(Idc(vo + n'hw/e + hopr/e) - 1g.(V, + n'Aw/e))
+ {I3.(Vo + niw/e) - Idc(vo + nhw/e - fzwm:/e))]
@
e
By,m' = m Z Jn(eV,/hw) g, (ve/fzw)Sm_m, n’-n 2-56

n,n'=-«
x [{IKK(VO + n'hw/e + hwpr/fe) - Ixg(Vy + n'hw/e))

- {Igg(Vy + nhw/e) - Igg(V, + nhw/e - fxwmr/e))] .

In these expressions, Iy is the Kramers Kronig transform of the dc I-V

characteristic and is given by,

V' Tgo(V') - V' /Ry
Ig(V) = P - T v 2-57

-

If these Y matrix elements are used in the Y mixer model in Eq. 2-38, the
mixer gain and output impedance can be calculated in the same way as the
classical analysis. For low IF (wp << w,), the following important
symmetry properties of the Y matrix can be shown,
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* % +*
Yp,1 = Y0,-1 Y1,0~Y1,0 Y1,1~Y1,11

*
¥3,.1=Y.3,1 Boo = Boy = Byg9 =0 2-58

The fact that these Y matrix elements allow large and infinite available

gain is by no means obvious. In fact, this important point was not initially

recognized when the theory was first developed [Tucker, 1979 and 1980).
Some physical insight into the quantum mixer theory is provided by

examining the case where the following approximations can be made;

a) up << o

b) only the real components of Y are important (i.e. Bm' = 0)

¢) Y = Y1 =Y, = Gg (ic. the embedding admittances at the
signal, image and LO frequencies are equal to the signal
conductance Gg. We refer to mixers with equal signal and image

terminations as double sideband (DSB) mixers.)

Under these conditions, Tucker and Feldman, (1985) have shown that the
important G values (G = Re (Y)) are given by the simplified forms

S, dlge(Vg + w/e) a1,
Goo = z @) T = 2-59
o}

N=-©

@

Gig = G.10 = %Z Ja(e) [Jn+l(&) + Jp.1(a)]

n=-

dlge (Vo + nhw/e) Al
av, T 2av,

©
e

Gpy = Gp.1 = o Z Jn(a)Jn+l(a)[Idc[V° + (n+l)Aw/e] - I4c(Vy + nfiw/e])

N=-©
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a1
-2 2-61
av,,

e @
611+ 611 = 3 ) UAG@) + Ip1@p (@]

N=-©
X (IgelVy + (l)hwfe] - Igc[Vo + (n-L)Aw/e]}  2-62

81,
-'a_v—w

By explicitly performing the matrix inversion in Eq. 2-38

211 210 21-1 (611 + Gg) 610 G1-1 -1
Zor 200 20-1| = Gy (Goo + OL) Go-1 2-63
Z.11 2.10 Z.11 G.11 G.10 (G.1.1 *+ Gg)

we obtain the IF output conductance of the mixer to be,

G 1/Ry = 1/2 Gy = G 2 otf10 2-64
IF D 00 L 00 Gg + 611 + 611
1
-G -
00 | 1 T3 6,/6607 + 61D
where n is defined in Eq. 2-66. The IF output current source I = Xorlsig

= (Zm/Zoo)Isig is given by,

Irp = A1l __
IF = Yoilsig = 536 + 611 sig 2-65
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As pointed out in section 2.32, both A, and Gy are clearly independent of
the load conductance G;. From Eq. 2-65, it is clear that we want to
maximize Gy, to obtain a large output current source for the widest range
of signal conductances G, This makes physical sense in that maximizing
G,; maximizes the change of I, for a given change in V,, (see Eq. 2-61).
In the simple mixer model of section 2.3.4 (see Fig. 24), this maximizes the
vertical motion of the photon step and produces the largest output signal.

Model calculations for the Ta mixer experiments using the full Y
matrix expressions in Egs. 2-55 and 2-56 (see chapter VII) show that the
gain does indeed maximize near the point where Gy, is a maximum. This
confirms the fact that the simple ideas discussed here are capturing the
essential elements necessary to explain the (initially surprising) large gain
and negative resistance in SIS mixers.

By differentiating the available gain G, with respect to the signal
conductance G, it can be shown (Tucker and Feldman, 1985; Torrey and
Whitmer, 1948) that the maximum gain of a mixer is obtained when Gg =

(Gy + Gp)(1 - n)¥2 (only for n < 11), where n is given by

2691610
7= 2-66

Goo(G11 + G1.1)
The maximum gain in this case is Gpay = n/(1 + (1 - n)¥2)% It can also
be shown that n never exceeds unity in the classical mixer theory which
implies 2 maximum conversion gain of unity. The quantum mixer theory
allows n > 1 which implies large (and infinite) available gain for the right
if embedding impedances as discussed above. n > 1 also allows Gy in Eg.
264 to become zero and negative for small Gg (i.e. current driven
junctions). The point where Gy approaches zero corresponds to infinite

available gain in the quantum mixer theory.
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The quantum theory also predicts the shot noise contribution to the
mixer noise by calculating an H matrix as discussed in section 2.3.2. The H
matrix obtained by Tucker after considerable manipulation is

«©

Hppr = e E: Jn(ve/ﬁw)Jnv(ve/hw)Sm_m,’n,_n 2-67

n,n'=-o

[coth[ﬂ(evo + n'hw + hwyr)/2]15,(Vy + n'fhw/e + hwg:/e)

+ coth{f(eV, + nhw - Awpr)/2]14.(V, + niw/e - ﬁwmr/e)]

When this complicated expression is used in Eq. 2-43 and the limiting form
for m=m’' =0 and V,, = 0 (A = 1) is examined, one obtains the well known
expression for the quasiparticle noise current of an SIS tunnel junction at a
bias voltage V,, [Rogovin and Scalapino, (1974)]

*
<[1o]% = B g0 Ag0 Hoo 2-68

= Be [coth[ﬂ(evo+ﬁw)/2]Idc(Vo+ﬁw/e) + coth[ﬁ(eVo-hw)/Z]Idc(Vo-ﬁw/e)]

In the limit of eV, >> #w and eV >> kT this formula reduces to ordinary

shot noise

<[I5]%> = B 2eIy4,(V,) 269

while in the limit of kKT >> eVy >> #w the formula reduces to

<[IO]2> = B 4KT [Idc(vo)/vo]] 2-70
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which is simply the Johnson noise for a linear I(V) characteristic. These
results and the dependence of the shot noise on the dc current I, (V)
emphasize the need for junctions with low leakage currents below the sum
gap for low noise SIS mixers. It is important to note, however, that the
noise of an operating SIS mixer will involve the evaluation of the full H
matrix for the actual mixing conditions. Fortunately, the result of this
calculation is that shot noise power can be quite low (for ideal SIS
junctions) and even approach zero under the right conditions (see section
2.3.7). This means that the noise of an SIS mixer is not directly related to
the pumped dc current as one would naively expect for simple shot noise

from a dc I-V characteristic.

2.3.6 Validity of the Three Port Mixer Approximation

As discussed above, calculations involving more than three ports are
much more complicated because of the need to accurately know the
embedding impedances at higher sideband frequencies and to self-consis-
tently solve for the LO waveform at harmonic frequencies. Hicks et al.
(1985) have attempted to solve this problem by treating the large signal
response of the tunnel junction in the time domain rather than the
frequency domain as was done in section 2.3.5. Unfortunately, the results
of this analysis are not yet extensive enough to draw general conclusions.
Despite these difficulties, it is useful to have a rough idea of the range of
validity for the three port model. Qualitatively, the three port model
should be valid when the higher harmonics are effectively "shorted” by the
junction capacitance. Feldman and Rudner (1983) observed depressed
performance (compared to three port model calculations) on the first photon
step for junctions with wR\C < 4 and suggest this criteria as a rough guide
for the validity of the three port model. Good agreement with the theory

was obtained by these authors for mixing on the second step (even if wR\C
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< 4). We note, however, that the junctions in those experiments were not
particularly sharp compared to #w/e and only displayed weak quantum
effects (the highest observed gain was only -2dB). The required wR\C may
in fact be larger for sharper junctions which show stronger quantum mixing
effects. This possibility is supported by our measurements with sharp Ta
junctions discussed in chapters VI and VIL. These junctions have an wR\C
product of = 4 and show depressed performance (compared to the three port
model) on all four photon steps measured. The disagreement with the three
port model increases for photon steps that are closer to the gap.

The only five port calculation that has been performed for an SIS
mixer is contained in the work of Richards and Shen (1980). These authors
simply assumed that the higher harmonics were terminated in the junction
capacitance and solved for the LO waveform. The results of the five port
model demonstrate that the theoretical performance on photon steps near
the gap is reduced from the three port predictions. More extensive
calculations would clearly be desirable. Recent measurements and extensive
calculations by Siegel and Kerr (1984) for Schottky diode mixers (using
classical mixer theory) show that the inclusion of the second harmonic
sidebands gives corrections for that case which are < 2dB. These
corrections give improved agreement between theory and experiment for
these classical Schottky diode mixers.

2.3.7 Quantum Noise in SIS Mixers

The quantum limit for noise in SIS mixers has been recently discussed
by a number of authors [Tucker and Feldman, (1985); Devyatov et. al,,
(1986); Caves (1982); Wengler and Woody (1986); and Feidman (1986)] and is
briefly summarized in this section. The general theoretical work of Caves
(1982) shows that any high-gain linear amplifier which is phase preserving

(Caves refers to this as a "phase insensitive" amplifier) must add a noise
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power referred to the input of at least,
PlAnin- ARwB = |1-(1/G) |hwB/2 2-71

where G is the photon number gain, A is the minimum noise power added
by the amplifier in units of #w, and B is the bandwidth of the amplifier.

An SIS mixer acts as a "high-gain linear amplifier” in that it is linear,
preserves phase information and almost always operates with a large photon
number gain. The minimum of this expression for G >> 1 produces an
added noise power of #w/2 per unit bandwidth. This minimum noise is a
direct consequence of the Heisenberg uncertainty principle. Assuming that
the input signal to this quantum limited amplifier (an SIS mixer in our
case) is accompanied by blackbody radiation at a physical temperature T the

total noise power referred to the input is given by,
Py = [1/2 + 1/2coth{Aw/2kT) ]#AwB 2-72

as in Eq. 3.33 of Caves (1982) paper. The second term on the right is
essentially the Planck radiation law with the addition of zero point
fluctuations. At T=0K this expression reduces to a noise power of #w per
unit bandwidth which is the irreducible noise at the input to the amplifier.
A possible exception to this case, which is not directly relevant to the
experiments discussed here, can occur if the input radiation is prepared in
a "squeezed" state as discussed by Caves (1982) and Devyatov et. al. (1986).
In this case, the zero point fluctuations are reduced below #w/2 in one of
the two quadratures of the input signal (either the "cos wt" or "sin wt"
component) and a lower input noise can result for that quadrature.

The quantum theory of mixing predicts the shot noise contribution to

the noise power of SIS mixers due to fluctuations in the LO driven
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quasiparticle currents. As discussed by Feldman (1986) and Wengler and
Woody (1986), this shot noise power can approach zero for a DSB (equal
signal and image termination) mixer and #w/2 for a SSB (shorted image)
mixer. In the DSB mixer case, the apparent violation of Caves’s general
argument for the minimum noise added by a high-gain linear amplifier is
resolved by including the zero point noise #w/2 of the image termination
and referring it to the input signal port. Experimental evidence for the
coupling of zero point fluctuations from the dissipative parts of the RF
terminations in tunnel junctions has recently been seen in measurements by
Koch et. al. (1982) with tunnel junction SQUIDS. Zorin (1985) argues that
the zero point fluctuations in the terminating conductance Gj at the image
frequency port of an SIS mixer can be included by using a current genera-

tor of mean-square amplitude

<i2>=26; AiwBcoth(fwy /2KT) . 2-73

Zorin (1985) and Devyatov et. al. (1986) also argue that this lumped circuit
approach is equivalent to a complete quantum-mechanical treatment includ-
ing zero point fluctuations. Recent work by Wengler and Woody (1986) has
shown that these results are rigorously correct when all of the currents

and voltages in Tucker’s theory are treated as quantum mechanical opera-
tors in the second quantized formalism. These authors also show that the
minimum noise added by an SIS mixer is #wB/2 for an arbitrary image
termination. This is a remarkable conclusion in that two different physical
mechanisms are adding together to produce a minimum noise that is always
greater than #wB/2. When the noise from one mechanism is small the other
appears to compensate in such a fashion that the minimum noise is always
nwB/2,

In order to make meaningful comparisons with our experimental
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measurements, we need a theoretical minimum input noise power. Since our
measurement technique, discussed in chapter VI, measures the irreducible
(T=0K) noise power at the mixer input it is appropriate to compare these
measurements with the zero temperature limit of Py which is #wB (see Eq.
2-72). For the purpose of comparison with other work on low noise mixers,
we also calculate a mixer noise temperature T, by equating the minimum
input noise power to the power radiated by a blackbody us.ing the Planck
blackbody radiation formula in Eq. 2-28 and solving for the temperature. If
the irreducible noise power at the mixer input is #wB the corresponding
noise temperature is Ty, = #w/kln2 which we take as the quantum limit for
the mixer noise temperature. It should be noted, however, that there is no
universally accepted definition of noise temperature and other authors may
use different definitions such as Py = kTB. Although these different
definitions reduce to the same high temperature limit of Py = KkTB, their
quantum limits are not the same and these different limits are shown in
Table II-1. This is a consequence of the fact that noise temperature is not
a very useful concept for devices that are operating near the quantum noise
limit with #w>>kT. Because of these difficulties with the definition of
noise temperature, we also give the experimentally measured input noise

power in units of #wB along with our calculated noise temperatures.
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TABLE II.1 Table of different values for the quantum noise
temperature depending the definition of quantum noise power and
quantum noise temperature. The Planck definition in the right

hand column is used in this thesis.

DEFINITION OF NOISE TEMPERATURE

NOISE 7o B
POWER Py = kIB PN = “exp(ho/kT) - 1

AwB Ty = Aw/k Ty = #w/kln2

hwB/2 Ty = #w/2k Ty = #w/kln3




III. MATERIAL PROPERTIES

In this chapter, we review the important thin film materials issues
involved in tunnel junction fabrication and the choices that have been made
for the optimization of SIS mixers. The relatively new technique of
jon-beam sputter deposition is also discussed with an emphasis on the
improvements that have been made over previous work. One of the most
significant of our improvements is the ability to deposit high quality Nb and
Ta refractory superconducting films on room temperature substrates with
properties approaching those of the bulk material. This had not been
achieved prior to this study. The use of room temperature substrates is
important for photoresist lift-off patterning as discussed in chapter IV. We
have also discovered that a thin (>3A) Nb underlayer is required for the
nucleation and growth of Ta films in the bulk bcc crystal structure. The
transport and structural properties of the ion-beam deposited Nb and Ta
films are also discussed.

A number of important factors have been considered in the choice of
materials and deposition techniques for tunnel junction fabrication. Some
of the most important criteria are the following:

1. Materials and tunnel junctions must survive repeated thermal cycling
from room temperature to cryogenic temperatures of 1-10K

2. Materials must have a single well defined superconducting energy
gap without excessive broadening due to material inhomogeneities,
energy gap anisotropy, or short quasiparticle lifetimes as discussed
in chapters II and V.

3. Base electrode materials must form a high quality native oxide
tunnel barrier or be compatible with artificial tunnel barrier

techniques at high Josephson critical current densities.

48
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4. Counter-electrode material must not react with the tunnel barrier to
produce shorts or a damaged interface region.

S.  The deposition technique should produce high purity films with a
high T, on room temperature substrates. This makes the technique
compatible with photoresist liftoff processing for junction pattern
definition.

6. The deposition technique should allow clean and controlled deposi-
tion of thin overlayers for artificial tunnel barriers and thin
underlayers for controlling the crystallographic phase of thick

overlayers.

3.1 Base Electrode Material

For superconducting devices and quasiparticle mixers in particular, the
proper choice of a base electrode material is crucial. As discussed in detail
by Beasley, (1980), the soft superconducting elements such as Pb, Sn, and
In do not survive repeated thermal cycling because of stress induced hillock
formation. These hillocks (micron size protrusions from the film surface)
rupture the thin tunnel oxide and short the junction. Soft alloys such as
Pb-In-Au and Pb-Bi are an improvement over the single elements and have
been developed extensively at IBM for Josephson computer technology
(Huang, 1980]. These materials show improved thermal cyclability but still
have stress induced failures after many cycles. Pb-In-Au tunnel junctions
also show a considerable amount of leakage current below the sum gap and
a broad current rise at the sum gap. As discussed by Lahiri (1980), this is
due to the presence of low T, second-phase particles near the barrier. The
refractory high T, A-15 alloys such as Nb3Sn also have a broad current
rise at the sum gap and require a heated (=1100K) substrate for high
quality material growth. Although a broad current rise is acceptable for

many digital applications it must be kept to a minimum for SIS mixer
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applications. In addition, the A-15 alloys have a very short superconduct-
ing coherence length, ¢ = S0A, which makes their tunnel junction character-
istics very susceptible to surface damage and non-stoichiometry at the
interface. Furthermore, when the base electrode is a compound or an alloy,
thermal oxidation of its top surface to form a tunnel barrier may result in
preferential oxidation of one of the elements. This process produces an
altered composition in the layer just beneath the oxide and poor tunnel
junction characteristics.

The refractory superconducting elements such as Nb and Ta, even with
a Pb or Pb-alloy counter electrode, are very attractive materials because of
their mechanical ruggedness and relatively high T (T¢=9.2K for Nb and
44K for Ta). Because these superconductors are single elements, inhomo-
geneity and spatial variation of the energy gap and T, with composition are
not a problem. It should therefore be possible to make junctions with very
"sharp" current increases at the sum gap using these base electrode
materials. As discussed below and in chapter V, however, it is not easy to
make high quality Nb based junctions. This is because Nb reacts strongly
with oxygen to produce conducting suboxides at the interface. These
suboxides can locally perturb the superconductivity and degrade the
tunneling characteristics [Raider, 1985]. This problem can be partially
overcome by the use of artificial barriers of Al,O;, Ta,0,, and amorphous
Si which reduce the formation of Nb suboxides and form good tunne}
barriers [see chapter V]. Despite this difficulty, Nb junctions have been
studied extensively by many groups [Raider, 1985] which provides a large
base of technical information for our studies.

Ta is similar to Nb in many respects except that it produces a very
high quality native oxide, Ta,O,, tunnel barrier and nearly ideal tunneling
characteristics [Shen, 1972). Because of its lower T, there have been

relatively few studies of Ta junctions compared to those of Nb junctions.
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For mixer operation below 2K, however, the T; of Ta is certainly accept-
able. Most previous studies of Ta have been directed towards understanding
the microscopic material properties such as the electron phonon coupling
[Shen, 1972; Keith and Leslie, 1978]. Because large area, low-current-
density junctions are the best for those scientific studies, high current

density Ta junctions have not been previously investigated. The work
described in this thesis was motivated by these initial studies and extends
the high quality tunneling results into the high current density (J¢ > 1000

A/cm?) regime, as required for electronic applications.

32 Tunnel Barrier Materials

The formation of a good tunnel barrier is probably the single most
important and least well understood step in making a high quality tunnel
junction. The problem is difficult because the barrier is usually so thin
(<20A) that its properties are largely dominated by the defect and interface
properties. The mechanisms of subgap leakage and 1/f noise that originate
in the barrier itself are presently under intense investigation and are not
yet fully understood [Rogers, 1985; Halbritter, 1985; Bending, 1985]. A
number of the most important techniques for barrier formation are discussed
below along with their relative advantages. At least one example of each

technique has been tried in making the junctions described in this thesis.

3.2.1 Thermally Oxidized Tunnel Barriers

Thermally oxidized tunnel barriers for low current density junctions are
the most common and generally are the easiest to fabricate. This is
because a number of metals of interest such as Al, Sn, Pb, In and Ta form
insulating oxides on their surface by simple exposure to air. This was the
type of barrier used by Giaever in the original discovery of superconducting
tunneling [Giaever, 1960]. Several models for the growth of oxide films



52

exist and have been recently reviewed by Atkinson, (1985). These models
mostly treat the kinetics of jon and electron transport during the growth
process and have very little to say about barrier heights or defects in the
oxide or at the oxide interface except that these defects exist. Since the
barrier height and defects have a large effect on the barrier transport
properties, these theories are of limited quantitative use for tunnel junc-
tions. In addition, the details of the oxidation environment such as the
presence of humidity, impurities and grain boundaries can have a large
effect on the tunnel oxide growth and electrical transport properties.
These effects can also be different from one material to another. Clearly,
more research in this area is required before these systems can be under-
stood quantitatively. Because of the complicated nature of the problem,
most oxide tunnel barrier formation is performed based on experimental
knowledge and experience.

The main advantage of thermal oxidation is that it is quite simple to
perform and generally gives reproducible results for low current density
junctions if such environmental factors as the humidity can be controlled.
Unfortunately, it is not applicable to a wide range of materials (i.e. metals
that do not oxidize well) and, as we shall see in chapter V, is not easily
extended to high current density junctions which have thin oxides.

3.22 Plasma Oxidized Tunnel Barriers

Plasma oxidation is defined here to be any ion assisted oxidation
process where energetic ions are important. This definition includes jon
beam oxidation [Kleinsasser, 1980], rf plasma oxidation [Greiner, 1971], and
de glow discharge oxidation (see chapter IV). The general operating
principles of these processes have been discussed by Chapman [1980]. This
type of oxidation is widely used by many groups making high current
density tunnel junctions for superconducting device applications [Huang,
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1980; Broom, 1980; Kleinsasser, 1981] and was developed extensively at IBM
for Josephson Computer Technology. It is generally found that these
plasma processes are better suited to the formation of uniform high current
density oxides. This result is believed to be due to the reduced influence
of impurities and surface defects on oxide growth in the presence of
energetic (> 10 eV) ion bombardment. In the case of the Ta junctions
described in chapter IV and V, we find a similar benefit for plasma
oxidation. One possible shortcoming of the plasma oxidation technique is
the generally unknown effect of sputtering and oxidation of nearby

materials such as photoresist and SiO insulation layers.

32.3 Artificial Barriers - Oxidized Metal Overlayers

Artificial barriers are generally defined to be barriers other than the
native oxide of the metal of interest. One very useful technique in this
regard is the use of oxidized metal overlayer (OMO) barriers. These
techniques have been recently well reviewed by Gurvitch and Kwo (1984).
The basic idea is to deposit a thin layer of a metal such as aluminum which
forms a good native oxide on a material which has a poor native oxide
barrier such as niobium. This technique is now widely used for making
high quality junctions with niobium base and counter electrodes [Huggins,
1985; Morohashi, 1985). This technique has only proven itself in the last
few years and was not developed earlier because it was widely believed that
thin (<1004) metal overlayers would not be continuous and pin hole free. It
turns out, however, that Al "wets" Nb very well which is one reason why
this technique works so well (see Fig. 5-21).

324 Artificial Barriers - Directly Deposited
Deposited artificial barriers such as amorphous silicon [Smith, 1983;
and Rudman, 1980), MgO [Shoji, 1987), and ALO, [Moodera, 1982; Barner,
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1987] have recently demonstrated the ability to produce very good tunnel
junctions although not as good as the best OMO junctions. The junction
resistance was shown to be exponentially dependent on the deposited barrier
thickness (as expected for tunneling) by Smith, (1983) and Shoji, (1987).
This demonstrates the reproducibility of these processes. A possible disad-
vantage of deposited barriers is that for high current density applications

the average deposited thickness must be very accurately controlled to less

than one A

3.3 Counter Electrode Materials

The Pb alloys such as PbBi and PbAuln are desirable counter electrode
materials because they do not react with the tunnel barrier when they are
deposited. In addition, they generally have a long coherence length (¢ >
500 &) so that any damage or disorder that exists at the surface does not
strongly perturb the energy gap measured by tunneling. Pure Pb counter
electrodes are not used because they suffer from a variation of the energy
gap due to anisotropy effects (see section 5.5.5) which causes a width to
the current rise at the sum gap. The thermal cycling problems observed
for Pb alloy base electrodes are not a problem for Pb alloy counter elect-
rodes on refractory base electrodes as demonstrated by the IBM group
[Broom, 1980]. These authors found a failure probability of less than
2x10*® failures/junction/thermal cycle with PbAuln counter electrodes on Nb
base electrodes.

For SIS mixers, PbBi is preferred over PbAuln because it is a single
phase material for a wide range of compositions and has a sharp gap at low
temperatures (see section 5.5.6). There are two compositions of PbBi that
are commonly used for tunnel junctions (10% Bi (fcc, o phase) or 29% Bi
(hep, ¢ phase)) as shown in the phase diagram in Fig. 3-1. Since Pb and Bi

have nearly the same atomic number, weight % and atomic % are approxi-
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mately equivalent. The 29% Bi (hcp) ¢ phase has the advantage that the
hep crystal structure can support more elastic strain without dislocation

glide than the 10% (fcc) a structure [Murakami, 1983]. The disadvantage of
the 29% (hcp) phase is that it exists as a single phase material only for a
narrow range of compositions (27.5% to 31.5% Bi [Murakami, 1983]).
Murakami, (1983), also found that the composition of the PbBi film could
differ significantly from that of the source if the evaporation rate (i.e.

source temperature) was not accurately controlled. In addition, we found
that a cold (=77K) substrate was required to get smooth continuous films,
The 10% (fcc) phase, however, exists as a single phase material over a
wider composition range (0 to 17%) and also forms continuous films on room
temperature substrates. All of the PbBi films for the high quality small
Ta/PbBi junctions in chapter V used the 10% Bi phase and showed no
thermal cycling problems. In the long run, a refractory counter electrode

is probably desireable and a great deal of progress has been made in this
regard by other groups [Raider, 1985].

3.4 Ion Beam Sputter Deposition Technique

The use of ion beams in thin film technology has recently received a
great deal of attention and has been reviewed by Harper, (1982). Some of
the major new developments include the application of ion beams for
oxidation, for improved thin film step coverage, and for modification of Nb
film stress [Cuomo, 1982]. Controlled ion bombardment during thin film
growth may also assist in the formation of metastable phases in some
materials. Jon-beam sputter deposition, as shown in Fig. 3-2, is a relatively
recent development in thin film deposition and has been explored by several
workers [Kane 1979, Bouchier 1978, Schmidt 1973 and 1972]. The work
described in this section represents a significant advance in the use of this
technique for the deposition of high quality refractory metal films.
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Our progress has been facilitated by the recent development of high
current density broad-beam ion sources. The most important of these
sources, the Kaufman ion source, was originally invented by H.R. Kaufman
as an ion thruster for space propulsion. Since the detailed operation of
these sources has been reviewed by Kaufman [1982], only the basics of the
operation are outlined in this section. The ion source used in this work
for deposition was manufactured by Ion Tech, Inc.! and is shown schematic-
ally in Fig. 3-3. The operation of the source involves the input of a
sputtering gas such as Xe or Ar into the discharge chamber where plasma is
maintained by a discharge voltage (20-50 volts) and source of electrons
provided by the cathode filament. The ions are extracted by the voltage
between the screen and accelerator grid and directed at the target. The
accelerator grid is always kept at a negative voltage (relative to ground) to
prevent the backstreaming of electrons into the source which is at a large
positive potential. In our source, the grids are made of graphite (which
has a very low sputter yield) in order to minimize the erosion of the grids
due to sputtering.

We have used the ion-beam sputtering technique because it offers a
number of unique advantages for the deposition of high melting point
materials such as Nb and Ta. These advantages include the relative absence
of radiant heat and the physical separation of the deposition substrate from
the plasma and high energy particles of the sputtering process. These
characteristics are also favorable for photoresist Lift-off processing which
has been used in SIS tunnel junction fabrication described in chapter IV.

The deposition of high quality superconducting films of Nb and Ta has
also been explored by other workers using the techniques of e-beam
evaporation [Broom 1980, Alessandrini 1981, Neal 1977, Westwood 1975],

1 Ton Tech, Inc, Fort Collins, CO 80522
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planar sputtering [Westwood 1975, Wolf 1976, Heim 1975], and magnetron
sputtering [Wu 1979, Huggins 1983]. Typically, very high quality vacuum
systems (P<10'7 Torr) and high deposition rates (R>10 A/sec) are required.
A heated substrate is also often required to achieve high quality films.
These rather stringent requirements are due to the tendency of Nb and Ta
to react strongly with residual vacuum system impurities such as water
vapor and oxygen. As discussed below, we have found that these require-

ments are relaxed to some extent for ion-beam deposition.

34.1 Ion Beam Deposition System

The ion beam sputtering system used in this work is shown schematic-
ally in Fig. 3-2. Typical operating conditions with xenon (299.99% pure) or
argon (299.999% pure) gas ranged from 900 to 1500 eV beam energy and
from 25 to 100 mA beam current. The items shown in Fig. 3-2 are
mechanically mounted on 1.9 cm thick metal top and bottom plates for a 46
cm diameter x 53 cm high Pyrex glass cylinder. This system is pumped by
a standard 15 cm diffusion pump with a liquid nitrogen cold trapz. In
addition, we have constructed a liquid nitrogen cooled copper liner which
fits just inside the Pyrex glass cylinder and provides additional trapping for
water vapor and other impurities. This cold shield reduces the ultimate
chamber pressure from 6x107 to 3x107 torr, the main contaminant being
water vapor.

The target holder shown in Fig. 3-2 can be used to rotate any one of
four different water-cooled targets (Nb, Ta, Al, Si, etc.) under the beam.
We use 10 cm diameter Nb and Ta (99.9+% purity) targets, the centers of

which are =15 cm from the ion source when sputtering. The water cooling

2Varian Model 3118 - Varian, Palo Alto Vacuum Division, Palo Alto,
California 94303
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keeps the temperature rise of the target to less than 20 °C during sputter-
ing.

The substrate holder is capable of separately exposing eight sets of
substrates for optimization of the deposition conditions. During a typical
deposition, the substrate temperature remains below 70 °C. We have
employed 6.35 x 6.35 mm Si(100), Si(111), and microscope cover glass
substrates with no distinguishable difference in deposited film properties.
Substrates were cleaned ultrasonically in solvents and blown dry with
pitrogen gas. The stability of the ion beam characteristics during a
deposition was always quite good (variations < 3%). An initial predeposition
sputter period of typically 60 min was always performed to allow the source
to equilibrate and to provide a layer of freshly sputtered Nb or Ta on the
LNy cold shield. This sputtered layer acts as a good getter for impurities
in the vacuum system and should reduce our effective base pressure below
that measured before deposition. This is difficult to determine exactly with
our residual gas analyzer because of the large background of Xe gas in the

system during sputtering,

342 Ion Beam Parameters

The initial studies of jon beam deposition were made with argon gas.
However, the subsequent use of xenon gas, suggested by the work of
Schmidt, (1973), was found to produce our highest quality films. Using Nb
as a test material, the optimum beam conditions for each gas were obtained.
The ion beam was run without a neutralizer since an initial study of its use
showed no beneficial effects. Grounding or applying an electrical bias of
up to + 100 V to the substrates also produced no noticeable improvements.
As a result, most substrates were electrically floating with a positive self-
bias of about 10 V.
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The optimum beam parameters were judged to be those that produced
the highest T, Nb films. For Ar gas, the optimum beam conditions were
1300 V beam voltage and 57 mA beam current at a chamber pressure of
«1.0x10* Torr (as measured with an ion gauge in the base plate). These
conditions produced a deposition rate of 2.2 A/sec and a T of 8.3K. For
Xe gas, the optimum beam conditions were 1500 eV and 35 mA at a
chamber pressure of = 1.7x10* Torr, producing a deposition rate of 2.4
A/sec and a T, of 9.1K. Deposition rates in these optimization studies for
Nb films rarged from 1 to S A/sec and were directly proportional to ion
beam power (current x voltage). The sputtering yield for Xe gas was found
to be « 50% higher than for Ar gas. The T values for various deposited
Nb films revealed a fairly broad maximum with respect to variations in ion
beam power. In general, a 25% change from the optimum values of ion
beam current or voltage given above produced a «0.3K drop in T,. In
addition, fine tuning of the internal ion source voltages and inert gas
pressure has shown that a minimization of the accelerator grid current to <
3mA and the plasma discharge voltage to < 30 V produced the highest T,
niobium films at a given beam power. Xe was found to allow the lowest
values of discharge voltages (<20 V) due to its large ionization cross
section. This minimization suggests that excessive internal currents or
voltages may give rise to beam contamination due to sputtering of the
internal ion source structures and explains the lower T of films deposited
with Ar.

For a given sputter gas, the observed decrease in T with respect to
decrease in beam power (deposition rate) from the optimum value is
probably due to an increased incorporation of adsorbed vacuum system
impurities in the growing film. The decrease in T, at higher rates is

probably due either to increased sputtering inside of the ion source, or to
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increased particle bombardment of the growing film, which could cause film
damage [Cuomo, 1982; Heim and Kay, 1975].

3.5 Properties of Ion Beam Deposited Films - Transport and Structure
The properties of a large number (n>100) of ion beam deposited Nb
and Ta films have been measured in the process of optimizing the new ion
beam deposition technique. As a result, 2 number of universal trends have
been observed as a function of the sample resistivity. These trends have
been compared to Nb films and bulk Nb prepared by other techniques and

are discussed below. -

3.5.1 Measurement Techniques

The low temperature cryostat and electronics are described in detail in
chapter V. Resistivity measurements were made using the four-point
technique due to van der Pauw, (1957). Results for , should be indepen-
dent of sample shape with this technique. The accuracy of the van der
Pauw technique was verified experimentally (+ 1%) with a large piece of
aluminum foil and various probe placements. These measurements also
revealed that exact placement of the probes at the edge of the film is not
critical. In fact, moving all of the probes in from the edge by 20% of the
width of a square sample only caused a 5% error. Temperature measurement
was made with a germanium resistance thermometer or a calibrated Allen-
Bradley 220 @ carbon resistor. The transition temperatures of high purity
bulk Pb and Nb samples have been measured to be within 0.1K of their
published values [Kerchner, 1981]. Detection of the superconducting
transition was made both resistively and inductively by an ac susceptibility
measurement at ~2 MHz [see BJ. Dalrymple, 1983). Film thickness was
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measured (¢ 1004) by an optical interference technique3. Most films whose
properties are reported on below were thick (d = 1500 4) to avoid the
depression of T, found in very thin films [Wolf, 1976].

Electron diffraction, transmission electron microscopy (TEM), and
scanning transmission electron microscopy (STEM) were all performed on a
JEOL 100CX TEMSCAN. Samples were prepared by depositing 300 to 400 A
of Nb or Ta onto a 300 & carbon film which was suspended on a standard
200 mesh copper TEM grid. Energy dispersive x-ray analysis was also used
to look for incorporated xenon or argon. X-ray diffraction measurements
were made using a standard x-ray diffractometer with a Cu K, x-ray
source. Positions of the Nb and Ta peaks on the diffractometer traces
were referenced to the silicon substrate peakS or a silicon powder standard,

allowing an absolute accuracy of +0.05°.

3.52 Niobium Films

The measurements of Nb films are more extensive than those of Ta
films. We have studied over 100 Nb films. The films were always observed
to adhere very well to clean Si or glass substrates. The wrinkled appear-
ance of the few films deposited on dirty substrates indicates that our films
are under compressive stress, in agreement with work on low pressure
magnetron-sputtered Nb films [Wu, 1979] and the model of compressive
stress discussed below. The electrical measurements of representative Nb
films are presented in Fig. 34 and Table 3-1. The data in these figures
represent the properties of films deposited under a wide variety of beam
conditions during the optimization procedure discussed above. The impor-
tant feature to notice in Fig. 34 is the consistent behavior of the ion-

beam deposited films with respect to changes in deposition conditions. The

3 Model M-100 - Sloan Instruments Corp., Santa Barbara, CA
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TABLE 3-1 Representative Nb and Ta film properties.

Film #f Sputtering Film thickness® bce lattice pigg BRRR® T,
gas Nb Ta constant (pQ-cm) (K)
(&) @) @&

Bulk Nb 3.301 . 9.3
25-2 Xe 2500 0 3.335 4.0 3.86 9.1b
28-3 Xe 2000 0 3.335 5.2 3.56 8.9
26-1 Xe 2500 0 3.343 7.3 2.88 8.7.
24-7 Xe 2700 0 3.367 13.5 2.00 8.4
24-4 Xe 2300 0 3.367 18.8 1.63 7.5

112-6 Ar 1900 0 3.353 11.5 2.00 8.3b
18-6 Ar 1900 0 3.362 21.4 1.64 7.6
19-1 Ar 2200 0 3.380 27.3 1.43 6.7
18-3 Ar 1800 0 3.405 43.8 1.28 5.8
15-1 Ar 1600 0 _ 53.4 1.24 5.3

Bulk Ta 3.303 - 4.4

210-8 Xe 600 2400 _ 5.2 5.32 7.9
28-1 Xe 300 2400 o 6.2 3.35 6.6

210-5 Xe 70 2400 3.328 5.6 3.25 4.5

210-4 Xe 30 2400 3.324 6.1 3.23 4.3

210-2 Xe 10 2400 3.324 5.5 3.75 4.3

210-1 Xe 3 2400 3.324 7.2 3.45 4.2
28-8 Xe 0 2400 B-Ta 151 0.95

(a) Ta films were deposited on Nb to nucleate bce Ta (see Text).

(b) Optimum values for the sputtering gas used.

(c) RRR is the residual resistance ratio - the ratio of the room
temperature resistivity to the low (10K) resistivity.
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decrease in T, from =9.1K at a rate of ~0.1K/u0-cm appears to be universal
for our films and represents a rate that is less than that for bulk niobium-
oxygen solid solutions (=0.18K/u0-cm [Koch, 1974]). In general, the analysis
of mechanisms causing the depression of T, in Nb films is a complicated
issue. In past work, it was found that the competing factors of lattice
dilation, lattice damage, and inert or reactive gas incorporation all have a
strong effect on T, in Nb films {Heim, 1975].

It is important to note that with the optimum beam conditions given
above we have reproducibly prepared Nb films with 2 T = 9.0K end a
transition width of < 0.03K. To our knowledge, this is the first report of
T, values this high for Nb films deposited without the use of high rates (>
10 A/sec), heated substrates, or a very high vacuum environment (P < 107
Torr). Because on the use of room temperature substrates, these Nb films
were also easily patterned using standard photoresist liftoff techniques.

Structural data obtained from TEM and x-ray diffraction studies
showed that the Nb films were bce polycrystalline and had a grain size of
=150 A. The TEM micrographs and x-ray diffraction scans are nearly
identical to those for bec Ta in Figs. 3-6a and 3-7a which are discussed in
the next section. No significant change in T, with grain size was observed.
TEM diffraction patterns showed no preferred orientation of grains with
respect to rotations in the plane of the substrate. X-ray diffractometer
scans, however, indicated a strong preference for the (110) lattice planes to
be parallel to the substrate. This (110) texturing was found for all
substrates. A plot of T, versus lattice constant a,, as determined by the
position of the (110) lattice reflection, is given in Fig. 3-5 and is compared
with previous work on bulk Nb [Koch, 1974]. Note that our x-ray diffrac-
tion technique only gives us the spacing between planes of atoms that are
parallel to the substrate. The data in Fig. 3-4 suggest that a mechanism

other than oxygen incorporation, possibly inert gas incorporation or film
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stress [McWhan, 1983] may be expanding the lattice constant of our ion
beam deposited films. We have made on estimate of the amount of
compressive stress in our films by performing a simple bulk calculation.
This simple calculation assumes that compressive stress in the X-Y plane
will cause an expansion of the crystalline lattice plane spacing in the Z
direction (i.e. the unit cell will be distorted from bec to body centered
tetragonal (bct)). The ratio of the strain in the Z direction (§Z/Z) to the
strain in the X or Y direction (§L/L) is given by the Poisson ratio,

(6Z/Z)/(sL/L) = v 31
where the stress is related to the strain through the Young’s modulus,
(sL/L)/F = Y. 32

For Nb, Y « 1x10"2 dynes-lcm? and » = 038 and the observed §Z/Z from
aq in Table 3-1 is ((3.3354 - 3.3014)/3.3014) which gives a compressive
stress of =1.6x10° dynes/cm? A similar caleulation for Ta with » = 0.35,
Y = 1.86x10" dynes! gives a compressive stress of 1.7x10% dynes/cm?,
The absence of any detectable levels of xenon or argon by energy disper-
sive x-ray analysis indicates that the concentrations of Xe of Ar must be
less than =0.5 at.%.. In addition, a SIMS analysis of our best films reveals
that oxygen and carbon impurity concentrations are < 0.1 at.%.

Previous work on inert gas jon-beam sputter deposition of refractory
superconducting films has demonstrated clear trends as a function of
sputtering gas and crystal lattice expansion [Schmidt, 1973]). Properties of
those films, however, differed significantly from the bulk material. More
recently, ion-beam-deposited Nb-Ti films with properties reported to

approach those of the bulk material have been produced on a heated
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substrate with a high energy duoplasmatron-type ion source [Bouchier et al,
1978].

3.53 Tantalum Films

All investigations of Ta film deposition were performed with a xenon
ion beam using the beam conditions which we found to be optimum for Nb.
These conditions produced a Ta deposition rate of 2.7 A/sec. It was found
that on room temperature glass or silicon substrates, we always produced
high resistivity (150-200 pa-cm) films characteristic of the well known g
phase of Ta [Read, 1965; Moseley, 1973; Heiber, 1982; Read, 1973; Feinstein,
1973; Westwood, 1975]. This is consistent with previous work [Kane, 1979;
Schmidt, 1972] on ion beam deposited films. We note that in all of the
previous work where bec Ta films were obtained, a heated substrate or a
special substrate material such as gold was required to obtain the bce
phase. The residual resistance ratio (pgy/pix = RRR) is always less
than but close to one for the g-Ta films. The TEM micrograph in Fig. 3-6b
and the x-ray diffractometer scan in Fig. 3-7b confirm the existence of the
p-Ta tetragonal crystal structure and a strong degree of (100) texturing.
Although there can be difficulties in interpreting diffractometer scans
without the use of off-axis information [Read, 1972], our data do suggest
that little or no Ta in the bee phase exists in our g-Ta films. The g-Ta
films did not become superconducting above 1.5K, which is consistent with
the published T, of 0.5K [Read, 1965] for the g-Ta phase.

In order to promote the formation of Ta in the bec phase (bulk Te =
4.4K) we have jon beam deposited a layer of Nb onto the Si substrates just
before depositing the Ta. This was accomplished by depositing a layer of
Nb 3 to 600 A thick and then immediately (within =1s) rotating the target
holder to the Ta position without turning off the beam or closing the

shutter. Nb underlayers of 3 and 104 caused a dramatic decrease in the



Fig. 3-6: (a) Transmission electron micrograph and diffraction pattern for a 300 A Ta film on a 30 A
Nb underlayer to nucleate the bec crystal structure. (b) Same as (a) but without the 30 A Nb
underlayer. This film has the -Ta (tetragonal) crystal structure. (both (a) and (b) were deposited
on 200 A carbon film on a standard 200 mesh TEM grid.
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Fig.3-7: X-ray diffractometer scan of 2 2400 A Ta film ona 100 A Nb underlayer used to nucleate
the bee structure, (compare TEM in Fig. 3-6a). (b) Same as (a) but without the Nb underlayer.
This film has the -Ta (tetragonal) crystal structure, (Compare TEM in Fig. 3-6b).
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amount of g-Ta, by a factor of more than 100. Ta films on underlayers
thicker than 10A showed no detectable amount of g-Ta as shown in Fig. 3-
6a for a 304 Nb underlayer and Fig. 3-7a for a 100A Nb underlayer. Nb
underlayers of all thicknesses produced a large increase in the amount of
bee Ta as inferred from T, low temperature resistivity, and x-ray diffrac-
tometer scans. X-ray data in Fig. 3-7a also show a strong degree of (110)
texturing. The Ta film data are summarized in Table 3-1. Consistent with
the proximity effect theory [Deutscher, 1969], Ta films on Nb underlayers
with thicknesses > ¢(0) ~ 100A [Ruggiero, 1982] appear to have enhanced
values of Tg.

The strong influence of the substrate on the nucleation of g-Ta has
been previously observed by other workers [Heiber, 1982; Feinstein, 1973].
Our findings suggest that the thin Nb underlayer is modifying the substrate
surface to provide a surface that favors the formation of the bec phase of
Ta. These findings are consistent with the hypothesis of Feinstein, (1973),
that the presence of O or OH, formed by the reaction of HyO with the
surface oxide favors the nucleation of g-Ta. There may also ba a propen-
sity for bee Ta growth due to the close lattice match of bec Ta and Nb
shown in Table 3-1. The use of a Nb underlayer is a very convenient way
to obtain the bec phase for our tunnel junctions. In addition, this study
shows that thin Ta overlayers on Nb will be bce and can be used as
oxidized metal overlayers for artificial tunnel barriers (see sections 3.2.3
and 54.2).

Using the large area tunnel junctions discussed in chapter IV and V,
we have measured the temperature dependence of the energy gap for our Ta
films. A plot of A(T) is shown in Fig. 3-8 and compared with the BCS
exact theory. The deviations from the BCS form are also seen by other
workers [Wolf, 1985] and arise because of strong coupling effects which are
ignored in the weak coupling BCS theory (see chapter II). Clearly, our ion



74

-sjurod [ejuswrrodxa o) ydnory) 949 o} 0] opind e st aammd 1addn oy pue )nsar SOY 19LXD
93 ST 9AIND 19MO] 911, (1X3) 935) 5199))0 Surjdnod Juoxs 03 onp 10371 SOH Y} WO UONEIADP
2y Suimoys asnieradwo) Jo uonuny e se ded £31ouo Bundnpuossadns oy Jo monewreA :g-¢ ‘g

(31) FINLVIAdNAL

Ao p="L
Aur 0=(0) V

N
N\
\
N\

(PL/1-1)p2 1(0)V=(1) V
2/

(AW) dvH XHIIANT



75

beam deposited Ta films are behaving very much like bulk Ta material and

should serve well as a base electrode material for tunnel junctions.

3.6 Conclusions

In summary, we find that the ion beam deposition technique is capable
of producing high quality superconducting films of Nb and Ta. While high
quality films may be produced by other techniques, ion beam deposition
offers some special advantages. Importantly, Nb and Ta films can be
produced on room temperature substrates, in the moderate quality vacuum
system which is available, and with moderate deposition rates. These ion
beam deposited films are compatible with standard photoresist liftoff
techniques, which is an important advantage for the tunnel junction
fabrication in chapter IV. In addition, the ability to sequentially deposit
different materials, using a multiple target holder, is of general utility and
is helpful in conveniently obtaining the bulk bee crystal structure in Ta
films. In the next chapter, we have also used the ability to deposit a thin
Ta overlayer on a Nb base electrode as an artificial tunnel barrier (OMO)
to improve the tunneling characteristics.



IV. JUNCTION FABRICATION

This chapter describes the fabrication techniques for both large area
(= 10* cm?) and small area (= 10® cm?) tunnel junctions. The large area
junctions were developed to evaluate the quality of junctions that could be
made with the ion-beam deposited Nb and Ta films. Based on the encour-
aging results from large area junctions, the fabrication of small area
junctions was pursued. The purpose of fabricating the small junctions was
to produce junctions suitable for SIS mixer experiments (i.e. high current
density (= 10° A/cm?) junctions with a sharp and low leakage I-V’s). This
involved a number of special considerations such as the use of a low energy
(= 150 eV) ion cleaning process to minimize barrier/interface damage. A
novel step-defined process was also developed that eliminates photoresist
processing between barrier formation and the subsequent metal deposition.
This eliminates a potential source of contamination. The reduced number of
processing steps was also helpful in minimizing the time required to explore
different techniques for tunnel barrier formation. In the end, a dc glow
discharge oxidation technique was found to produce extremely high quality
junctions with subgap currents approaching the minimum allowed by the
BCS theory. The electrical measurement of these junctions is discussed in
chapter V.

4.1 Large Area Junction Fabrication

Large area tunnel junctions were fabricated on ion-beam deposited Ta
and Nb films that were deposited with the optimum deposition conditions
discussed in chapter IIl. The Ta films were always deposited on a 20 to
100 A Nb underlayer to nucleate the bec (superconducting) phase of Ta.
Following deposition, the system was brought to atmospheric pressure with

dry nitrogen gas and the substrates were exposed to air for varying lengths
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of time. Longer oxidation times generally produced higher resistance
junctions as described in chapter V. After oxidation, the desired sample
was placed in a sample holder with a 75 xm wide wire mask stretched
across the film surface. This mask (a 75 pm diam. steel wire) protected a
narrow strip on the surface of the film during the subsequent evaporation
of a Ge film (« 2000 A). The Ge serves as an insulator at 1.5K and defines
one dimension of the tunnel junction area. The other dimension of the
junction was defined by the width of the counter-electrode strip that
crosses the base electrode opening in the Ge as shown in Fig. 4-1. The
counter-electrode width was defined with a simple mechanical mask with a
slot opening (300 sm wide) that runs perpendicular to the opening in the
germanium. The counter-electrode (PbBi, Pb, or Sn) was evaporated by
resistive heating of a conventional Ta boat to achieve a rate of 20 - 30
Afsec. After fabrication, the junctions were stored in liquid nitrogen to
prevent aging and to protect the junctions from physical or electrical
damage.

A few of the large area Ta junctions were prepared with an amor-
phous Si (a-Si) tunnel barrier to search for any possible advantages of this
barrier. This idea was motivated by the successful work on 2-Si tunnel
barriers at Sperry by Smith et al., (1983) and at Stanford [Rudman, 1980].
The a-Si barrier (S0 & or 70 A thick) was deposited immediately after the
Ta film deposition by simply rotating the Si target under the beam. The
rotation from Ta to Si targets typically took about 1 sec. The other
process steps discussed above were identical. During the transfer from the
ion-beam system to the thermal evaporator the a-Si barrier was exposed to
air for ~10 min. This brief air exposure probably formed a thin oxide on
the Si surface and may also fill any potential pinholes in the a-Si by
oxidizing the exposed Ta surface under the pinhole. The electrical proper-

ties of these junctions are discussed in chapter V.
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4.2 Small Area Junction Fabrication - Step Defined Process

The following sections describe the fabrication of small area tunnel
junctions for SIS mixer experiments. The first section describes the
essential elements of the optimum process (with dc glow discharge oxida-
tion) while the subsequent sections and Appendix A discuss the specific
details of important fabrication steps. Other (less successful) tunnel barrier
formation techniques that were explored are also discussed. The dc

electrical measurements of these junctions are presented in chapter V.

42.1 Step Defined Junction Fabrication

The step defined process illustrated in Fig. 4-2 and 4-3 (see also
Appendix A) was developed to allow the deposition of the base- and
counter-electrode metallizations without the need for photoresist processing
between the depositions. The elimination of resist processing between
depositions allows the rapid optimization of oxidation conditions and offers
the possibility (in future experiments) of complete junction fabrication
without breaking vacuum. The process begins by patterning a series of Cr
lines 1-2 ym wide by 500 A thick using standard photolithography on a
standard 2 inch diam. Si (100) waferl. These lines are placed end to end
on 914 um (36 mil) centers as illustrated in cross section in Fig. 42 and in
a top view in Fig. 4-3. The Cr serves as an etch mask during the subse-
quert reactive ion etching (RIE) which is used to define a 0.7 ym high step
in the Si substrate (see Fig. 4-2a). As discussed below (section 4.2.3), we
use a mixture of 90% CF,Br and 10% O, as the etch gas for RIE. After
RIE, the Cr film was removed with a wet chemical etch®. An undercut

resist stencil suitable for liftoff is used to define the width of the junction

1 General Diode, Corp., Framingham, MA.

2Chromium mask etchant - Transene Co., Rowley, Mass. 01969
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Fig. 4-3 a) Top view of the step defined process (for three junctions)
showing the large leads that are patterned to come within 75 pm of the Si
step. b) Final pattern projection to open a slot over the Si step for angle
deposition as shown in Fig. 4-2. The undercut resist is also indicated.
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perpendicular to the plane of Fig. 4-2. This stencil is a three-layer
photoresist structure which defines a 1-2 um slot over the Si step (see
section 4.2.2 for details). On each side of the step the slot flares out to
form the 500 ym wide leads to the junction as illustrated in Fig. 4-3. After
the preparation of this liftoff stencil, the substrate is ready for metal
deposition.

The 3000 A thick Ta base electrode is deposited by ion-beam sputtering
at a 45 degree angle, leaving a break in the shadow of the step as shown
in Fig. 4-2b. The multiple target capability of our sputtering system allows
us to deposit a thin 200 A Nb underlayer to nucleate the Ta film in the bee
(superconducting) phase without the use of substrate heating. Ta films
without the Nb underlayer grow in the non-superconducting g phase as
discussed in chapter IIl.  Following the Ta deposition, a thick oxide layer
is grown over the entire Ta film by intentional exposure to air for 1-2
hours. The sample is then loaded into a separate vacuum system and
pumped to a pressure of <7x10-7 Torr. This system is equipped with a
small Kaufman ion source which is used to clean the surface of the Ta film
with low energy (160 eV) Xe™* jons at a current density of ~100 uA/cm? for

3 minutes. The Xe* ion beam impinges on the surface from the same angle

that the Ta film was originally deposited. As illustrated in Fig, 4-2¢ this
process leaves a thick oxide layer on the shadowed edges of the film at the
break and thus eliminates tunneling into this region. Damaged regions at
Ta i interface on the edge of the film may have r energy ga
values which would contribute to an increased width of the current rise at
the sum gap and thus to_degraded mixer performance, All photoresist

layers which are exposed to the ion-beam during cleaning are covered with
a Ta film. This helps to reduce contamination of the junction surface due

10 photoresist sputtering during cleaning.
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After cleaning, the surface is re-oxidized in an oxygen dc glow
discharge at a pressure of 125 mTorr for 10 to 30 seconds, depending on
the current density desired. For a 20 sec oxidation, we find J; = 103
A/cmz. We estimate that the Oy ion energies at the junction surface are
less than 20 eV [Chapman, 1980]. This provides a relatively gentle ion--
assisted oxidation process. Without the glow discharge, the oxidation rate
with O, at this pressure is found to be negligible. As discussed in chapter
V, junctions made with this technique have nearly ideal I-V characteristics,
even at current densities of 1300 A/cmz. In addition, the lack of a
proximity effect "knee" at the sum gap indicates a well defined insulator to
metal interface (see section 5.5.2). Following oxidation, the substrate is
rotated and a 3000 4 Pbg gBig 1 counter-electrode is evaporated from an
alloy source at 50 A/sec as shown in Fig, 4-2d. Finally, the photoresist
stencil is lifted off in acetone. An SEM micrograph of a completed
junction is shown in Fig. 4-4.

In some ways, this step-defined process is analogous to the process
developed by Dolan (1977); see also Dunkelberger (1978) which employs a
suspended photoresist bridge and two depositions from different angles to
define the tunnel junction area. A careful examination of the Dolan
process, however, reveals that it is not well suited to deposition from broad
(non-point-like) sources such as we have with ion-beam deposition. Non-
point sources cause a broad slope to the edge of the deposited film in an
area that is critical for junction formation in the Dolan process. The thin
metal regions associated with this broad slope can contribute to poor
tunneling characteristics due to a locally depressed energy gap value. This
is not a problem in the step-defined process because the film is abruptly
terminated at the step edge and all of the tunnel junction material near the
barrier is relatively thick (>1000 4). In addition, the step process has a

more open geometry which allows easier surface cleaning and oxidation.
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Fig. 4-4  SEM micrograph of a completed junction from the step-defined
process. Deposition directions are shown.
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422 Photolithography

The ~ 1 ym Cr lines for masking the tops of the steps during RIE in
Fig. 4-2a were patterned by liftoff with a single layer of AZ-1350B
photoresist3. This resist was patterned by contact printing with a Cr mask
that had the desired line pattern. The detailed photoresist processing
parameters are standard and given in Appendix A. The Cr mask was made
by projection lithography with a Zeiss microscope [Feuer, 1980; Wisnieff,
1986] and subtractive etching on a standard 2.5 inch glass plate.

The tri-layer resist used for defining the junction area and leads
consists of an exposed 1.5 sm thick bottom layer of AZ1350J, a 500 A Al
isolation layer, and a 1.0 ym top layer of AZ1370 photoresist. Attempts to
use a thinner top layer of AZ1350B resist (for improved resolution) often
resulted in a collapsed photoresist edge instead of an undercut. The
processing parameters are given in Appendix A. In this resist structure,
the top layer is intended for high resolution pattern exposure, while the
bottom layer provides an undercut resist profile. The undercut profile
allows relatively thick (~ 5000 ) metal films to be deposited on top of the
resist and then easily removed (lifted off) by dissolving the resist in a
solvent (acetone). This liftoff process leaves a patterned metal film on all
regions of the substrate where the resist was absent. With the tri-layer
resist on the substrate, a low resolution contact mask is used to define the
lead geometry which narrows to within ~ 75 um of the RIE defined steps as
shown in Fig. 4-3a. After developing this pattern (in the top layer only),
the high resolution portion of the final pattern is then added by projection
lithography with the Zeiss microscope as shown in Fig. 4-3b. Now the Al
isolation layer is etched and the bottom layer developed to produce a

controlled undercut as indicated in Fig. 4-4b and described in Appendix A.

3 Shipley Corporation, Inc., Newton, Mass. 01730
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4.2.3 Reactive Ion Etching (RIE)

Reactive ion etching is a well established technique for directional
etching of many materials in the semiconductor industry [Chapman, 1980].
The formation of vertical steps, with little or no undercut, is quite well
established with this technique. The basic idea behind RIE is that by
accelerating a chemically reactive ion towards a surface, one can achieve an
etching process that is quite directional (anisotropic). With the proper
choice of etch gas and ion energy, the process can also have high selec-
tivity between different materials. Our RIE system4 is a standard parallel
plate arrangement with water cooling of the upper and lower plates
(electrodes). The parallel plates are separated by ~ 5 cm. The rf (13.56
MHz) power is capacitively coupled with a tuneable rf matching network.
This allows the plates to acquire a dc self bias (300 - 400 V depending on
the rf power). This self bias is what accelerates the reactive ions to
achieve the directional etching (see Chapman, 1980). The stainless steel
plates have a diameter of 114 cm (4.5 inches). We have covered the upper
and lower plates with a 1.6 mm (1/16 inch) thick fused quartz disk. The
quartz disk is held in thermal contact with the stainless steel plate by a
thin layer of Fomblind Y25/9 diffusion pump oil and three small stainless
steel clips at the edge. Both the mechanical pump and the diffusion pump
on this system use Fomblin pump fluids which are inert to all of our
process gases (CF,, CF;Br, and O,). The mechanical pump fluid is contin-
uously filtered with an activated alumina filter system6 to remove particu-

lates and acids.

4Model CV-300 - Cooke Vacuum Products, Norwalk, CT.
SMontedison Co. - New York, New York.

Model 1x21 - Motor Guard Corp., San Leandro, CA 94577
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Reactive ion etching with oxygen is relatively straightforward. The
standard etching conditions for oxygen that we use are: chamber pressure =
3.5 mTorr (as measured by an MKS’ capacitance manometer), oxygen flow
rate = 6 sccm, 1f power « 30 W, dc self bias « -400 V. This gives a
photoresist etch rate of ~ 1000 A/min. The pressure is feedback controlled
with an MKS model 254 controller. This controller reads the pressure and
adjusts the mass flow of oxygen to keep the pressure constant + 5%. If
more than one gas is being used (up to three), the controller can maintain
a constant ratio between the gases while varying the total flow. This is
useful when we use a mixture of O, and CF,Br for etching Si.

Initial attempts in our laboratory to etch Si with pure CF,Br [see,

e.g, Matsuo, 1980] produced a large number of sub-micron hemispheres on
the Si surface when examined in the SEM. The Si surface also appeared
white (milky) to the eye on removal from the RIE system. It was believed
that these hemispheres could be the result of polymer formation on the
upper electrode which then "rains” down on the substrate and causes a
temporary masking of the area under the polymer blob when it falls on the
surface. The first attempt to eliminate this effect was to add some oxygen
along with the CF,Br to consume any excess carbon. When this did not
work, a small amount of power was coupled to the upper electrode which is
normally unpowered (but not grounded). This gave the upper electrode a
self bias of ~ -100 V while the lower electrode continued to operate with a
self bias of ~ -300 V. The purpose of the small self bias on the upper
electrode is to help keep it clean and prevent polymer build up by contin-
uously etching the surface. This technique gave a remarkable improvement
in the Si wafer smoothness after etching. With these considerations in

mind, the standard Si etching process uses the following conditions:

TMKS Instruments, Burlington MA
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chamber pressure = 3.5 mTorr, of power = 30 W, dc self bias = -300 V
(lower electrode) -100 V (upper electrode), CF,Br flow rate « 8 sccm, O,
flow rate = 0.9 sccm. Under these conditions an etch rate of ~ 500 4/min
is achieved. A step in a Si substrate after etching for ~ 13 min (6500 4) is
shown in Fig. 4-4 with the junction metallization on top.

424 Ion Beam Cleaning and Oxidation

A small Kaufman ion source was installed in the thermal evaporator
for surface cleaning and ion beam oxidation. The source was loaned to us
by JM.E. Harper and JJ. Cuomo of IBM research for exploratory studies of .
ion beam oxidation and processing which are described in this section. This
ion source has the same arrangement of ion optics (graphite grids) and
discharge chamber as the large ion source discussed in chapter II but is
physically smaller. The smaller size makes the placement and operation of
the source in the vacuum system much easier. The grids produce an output
beam which has a nominal diameter of 2.5 cm, but the current density is
strongly peaked in the center. In order to characterize the operation of
the source a number of test runs were performed to determine the maximum
beam currents that could be extracted for a given beam voltage. It was
found that the accelerator current was directly proportional to beam
current for small currents, as expected [Kaufman, 1982). As the beam
current was increased beyond a certain threshold value, I, the acceler-
ator current increased rapidly. By plotting the ratio of the beam current
to the accelerator current (I(beam)/I(acc)) versus the beam current it is
easy to see where this threshold appears for a given beam voltage as shown -
in Fig. 4-5 for Ar gas. Xe gas gave quantitatively similar results. It was
expected that the maximum beam current would be limited by space charge
(Child’s Law) [Child, 1911; Kaufman et al., 1982] and be of the form I, «
V32 This dependence appears to apply for the data in Fig. 4-5, but a
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ratio drops off).
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more detailed study would be required. Accurate comparisons with Child’s
law are complicated by the non-uriform beam current density in our ion
source and are discussed in detail by Kaufman et al,, 1982. Based on the
data in Fig. 4-5, the standard operating conditions of 160 V (beam voltage)
and 2.0 mA (beam current) were chosen for Ar or Xe ion cleaning. These
parameters represents a compromise between large beam current and low
voltage operation. Low voltage is desirable for minimizing surface damage
while a large beam current reduces the cleaning time and the effect of
background impurities.

For ion beam cleaning it is first necessary to know the ion beam
current density at the substrate. First, the ion beam was centered on the
sample position by beaming on a 150 A Al film (on a copper foil), observing
the etched spot, and then repositioning the source. This process usually
took one or two iterations for optimal source alignment. The current
density was measured by positioning a 1 cm? Ta square (surrounded by a
grounded shield) at the sample location with insulating stand-offs and
connecting the Ta square to ground through a current meter. A total beam
current of 2.0 mA produced a current density of ~ 130 sA/cm? at the
sample position for a beam voltage of ~ 150 V and a source to sample
distance of ~ 15 cm. A 200 V beam gave a slightly higher value of ~ 160
sA/cm? The corrections due to secondary electron emission are negligible
at these energies (< 5%) [Chapman, 1980]. Low voltage sputter yields of Ta
and Ta,0; [Bispinick, 1979; Rosenberg, 1962; Laegreid and Whener, 1961]
give a calculated Xe gas sputter rate of ~ 25 A/min for Ta,O5 and 12 A/min
for Ta at 160 eV with current density of 130 yA/cm2 Based on these
numbers, a cleaning time of ~ 3 min was judged to be sufficient. Junctions
made by cleaning and not oxidizing always produced shorts when a 3 min
cleaning time of the Ta surface was employed, indicating that the surface
was truly clean,



91

The small ion source was also used in a large number of attempts to
grow an oxide tunnel barrier by ion beam oxidation. This technique was
first used successfully for making SIS tunnel junctions (Nb/PbBi) by
Kleinsasser, (1980, 1981) and further developed by Pei and van Dover,
(1983). The basic idea is to take advantage of the directional energy and
controlled ion current density of the ion source to grow reproducible and
high quality barriers. In this regard, low energies (< 200 eV) are desirable
for minimizing surface and interface damage in the tunnel barrier [Pei and
van Dover, (1983)]. In our system, ion beam oxidation was performed by
adding a small flow of oxygen to the Xe that was flowing into the ion
source to produce an O,/Xe ion beam. Both the Xe and O, flows were set
with precision leak valvesS, The Xe flow was adjusted to give a chamber
pressure of 1.7x10* Torr (~ 1-2 sccm) while the O, flow was separately
adjusted to give a chamber pressure of 2x10° torr. The chamber pressure
tended to drift downward after an initial flow setting and generally
required several readjustments of the gas flow over a 3-4 min period before
the ion source was turned on. This problem is not important for single gas
operation, but should be fixed for future mixed gas experiments by employ-
ing active feedback on the mass flow of each gas. We note however that
it can become expensive to accurately control flow rates less than 1 sccm
such as we have for oxygen.

After a number of O,/Xe runs with tungsten and tantalum cathode
filaments, it was found that the filaments only lasted for about 1 hour
before they burned out. The precursor to the burnout was a gradual
decrease in the required cathode current to maintain the discharge (because
the filament resistance was increasing). Aside from the inconvenience of

frequent filament changes, the oxidized filament material (an insulator)

8Series 203 - Granville Phillips Co., Boulder, Colorado.
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tended to build up on the anode surfaces to the point where the source
would stop working. The anode coating was removed by abrasive cleaning
with #600 grit SiC paper. To avoid these problems, a set of special Thoria
coated Iridium filaments were ordered”. These filaments have a very long
life in oxygen environments and are commonly used in ion gauges. The
first filament installed is still operating (after more than 50 hours of use).
An additional advantage of these filaments is the lower operating tempera-
ture required for the same filament emission current.

As discussed in chapter V, the ion beam oxidation studies did not
produce very high quality junctions nor was the process very reproducible.
We note that all of the ion beam oxidation results in chapter V were
obtained when using Ta filaments in the ion source. The few ion beam
oxidized samples that were made with the the Thoria coated Iridium
filaments showed similar behavior (in terms of not being reproducible and
always having poor I-V characteristics). Possible explanations of this
behavior are discussed in chapter V. In the meantime the successful glow
discharge oxidation technique was discovered for Ta junctions. For this
reason, the reported results on ion beam oxidation are limited in scope.
Despite the disappointing oxidation results, we did learn that the Ta surface
can be effectively cleaned with the low energy Xe ion source. As discussed
in the next section, the ability to carefully control the cleaning process (on
the A level) turned out to be very useful when trying to clean a thin (~ 70

4) Ta overlayer on Nb without removing it.

42.5 Artificial Barriers - Al and Ta
Al was used as an oxidized metal overlayer (OMO) barrier on Ta base

electrodes to improve the tunneling characteristics over those obtained with

9Electron Technologies Inc., Kearny, NJ.
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ion beam or thermally oxidized tunnel barriers. Al overlayers are also
discussed in chapters IIl and V. The technique employed with our junctions
was to follow the standard procedure up through the surface cleaning

before oxidation. At this point a thin (~ 50 A) Al film was evaporated onto
the Ta surface at ~ 10 A/sec. After evaporation, the hi-vac valve was
closed and 1 Torr of pure oxygen admitted to the chamber to oxidize the

Al film surface for ~ 20 min. After oxidation, the system was reevacuated
to ~ 1x10¢ Torr and a PbygBiy, counter-electrode (3500 A) evaporated at

~ 40 - 50 A/sec. See sample #TJ29C in table 5-2 for electrical characteris-
tics.

The Ta overlayers on Nb were prepared in a different fashion from Al
Namely, a Ta overlayer (~100A) was deposited on the Nb film surface in the
ion beam system immediately after deposition by merely switching sputtering
targets. Switching targets takes ~ 1 sec. After this, the standard process
steps were followed except for a slightly reduced ion cleaning time of 2
min rather than 3 min. See sample #TJ31F in table 5-3 for electrical

characteristics.

42.6 DC Glow Discharge Oxidation

The dc glow discharge oxidation process was unquestionably the best
technique for producing high quality SIS tunnel junctions with Ta base
electrodes. DC glow discharges have been discussed in general by many
authors (see for example Chapman, 1980) and are reasonably well understood
in terms of the electrical potential distributions. The understanding of the
complicated plasma oxidation chemistry is still largely empirical, however,
especially when multiple reactive gases are involved. In our system, we
employ a simple arrangement where the negatively biased electrode (a0 cm
diam. pure Al plate) is placed approximately 5 cm below the sample holder.
The Al plate is backed by a ~ 12 cm diam. fused quartz plate. The fused
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quartz plate helps to confine the glow discharge to the region between the
Al plate and the sample holder by acting as an insulator between the Al
plate and other grounded surfaces in the system. With this arrangement, an
applied potential of ~ -390 V to the Al plate produces a dc glow discharge
between the plate and the grounded sample holder. The discharge current
is ~ 3 mA. The chamber pressure for these conditions is ~ 125 mTorr of
pure oxygen. The oxygen pressure is maintained by setting the leak valve,
discussed above for the ion source, so that the chamber pressure remains
constant with a steady flow of O,. The success of this process can be
understood by recognizing that the ion energies at the junction surface are
on the order of the plasma potential (< 20 eV) which is low for plasma
processes. In addition, the higher pressure (compared to IB oxidation)
allows the process to be less directional and more isotropic due to the
shorter mean free path (~ 500 sm at 100 mTorr). This also eliminates the
potential edge shadowing effects which may have caused the reproducibility
problems with ion beam oxidation, as discussed in the next chapter. Glow
discharge oxidation, in contrast, produces a uniform oxidation of the entire

Ta junction surface.

4.3 Conclusions

The fabrication techniques described in this chapter are essential to
the production of high quality SIS junctions for SIS mixer experiments.
The novel step defined process has allowed the complete fabrication of
junctions with no intervening resist processing steps. While this process
may not be well suited to some applications, it has a number of unique
advantages that make it particularly useful for SIS mixer fabrication.
Although artificial barriers have been successfully implemented with the
step process, Ta barriers formed by glow discharge oxidation were the best.

The electrical properties of these junctions are discussed in chapter V.
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This chapter describes the dc measurement techniques and results for
the large and small area junctions that were fabricated in chapter IV. The

chapter is broken into four major sections;

1.) Measurement techniques and cryogenic apparatus
2.) Large area junction results
3.) Small area junction resuits

4.) Discussion of tunneling mechanisms for "non-ideal" junctions

A special sample mounting technique with cryogenic spring contacts is
described that allows for the rapid but careful measurement of a large
number of small area junctions for SIS mixer experiments in chapter VI
The results for large area Ta/PbBi junctions show that low current density
tunnel junctions of very high quality can be produced by simple air
oxidation of our ion-beam deposited Ta films. The use of alternative
barrier and counter-electrode materials is also described. The results for
small area junctions with high current density show that a low energy ion
cleaning followed by a dc glow discharge oxidation as discussed in chapter
IV is crucial in obtaining low leakage Ta junctions at high (10° - 10*
A/cm?) current density. These tunnel junctions are among the lowest
leakage and sharpest SIS junctions that have been reported to date in any
junction technology at this current density. These low leakage and sharp
LV characteristics are crucial in obtaining the low noise mixing results of
chapter VI. A number of physical mechanisms that can cause excess subgap
current and a width to the current rise at the sum gap in our junctions are

also discussed.

95
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5.1 Low Temperature Apparatus

This section briefly describes the cryogenic equipment used at Yale for
making low temperature electrical measurements of tunnel junctions and
films. The cryostat is of standard design [White, 1979] and is very similar
(except for the electrical lead configuration) to that used by B.J. Dalrymple
and described more fully in his thesis [Dalrymple, 1983]. The low tempera-
ture end of the cryostat comsists of a variable-temperature copper block
located inside of a copper vacuum can. A separate copper can with two
small holes at the bottom is often substituted for the vacuum can in order
to make measurements directly in the LHe bath. The copper block has
special electrical spring pressure contacts for making electrical connection
to the small tunnel junction samples as described in the next section. The
copper block also contains a thermally anchored electrical heater (1 kohm
metal film resistor) and a calibrated Ge resistance thermometer, Cryocal1
model RCR 1000. LHe bath temperatures as low as 1.25K could be easily
achieved by pumping on the bath with two large mechanical pumps with a
combined pumping speed of ~ 300 ft3/min.

5.1.1 Sample Mounting

The large area tunnel junctions described in chapter IV and the thin
films described in chapter IIf were mounted directly on the copper block
with a small amount of Dow Corning silicone vacuum grease on the back of
the substrate to hold them in place. Electrical contact was made with
small #38 copper wires and pure indium or silver paintz. The indium was
heated on a small soldering tip and then briefly touched to the desired

contact area to make a secure mechanical and electrical connection. Only

1 Cryocal, Inc,, St. Paul, MN 55114,

2 SC-12 Silver paint from - Micro-Circuits Company, New Buffalo, MI
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silver paint contact was used only for making contact to the soft Pb and
PbBi counter-electrodes of tunnel junctions, in order to avoid possible
alloying with or melting of the film.

A special sample holder for the small tunnel junctions was constructed
to allow the rapid testing of a large number of samples. It is shown in
cross section in Fig. S-1. The first part of the holder is a small copper
plate measuring 5.72 x 0.89 x 0.16 cm* on which the samples were mounted
(junction side up) with a small amount of high quality mechanical pump oil.
The small drop of oil was spread uniformly over the surface of the copper
plate and the back of the substrate to hold the sample in place during the
rest of the assembly process. The copper plate also has two small align-
ment holes for aligning it with the rest of the copper block in Fig. 5-1.
The other part of the holder has an arrangement of spring contact pins
called POGO3 pins (model ASR) as shown in Fig. 5-1. The pins were
arranged such that two contacts for voltage and two contacts for current
were made to each junction for performing four point electrical measure-
ments as shown schematically in Fig. 52. A total of four junctions could
be measured on one substrate -vhich required a total of sixteen contacts.
With careful sample alignment on the copper plate, all sixteen contacts

were quite reliable.

52 Electronic Instrumentation

For the small area junctions, each electrical connection was made
through a connection box on top of the cryostat. This grounded aluminum
box contained shorting switches and EMI (electromagnetic interference)

3 POGO is a registered trademark of the Pylon Co., Inc., 51 Newcomb
St., Attleboro, MA 02703.
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suppression filters* with a minimum of 50 dB insertion loss above 100 MHz.
Each wire from the junction was connected through an EMI filter and a
shorting switch as shown in Fig. 5-3. The shorting switch on each wire
was useful when switching between different junctions to avoid electrical
transients and junction burn out. Although Fig. 5-3 is drawn for a voltage
lead going to the preamp, the switch and filter configuration was the same
for current and voltage leads. The wires going from the EMI filters to the
POGO pins at the junction were twisted pairs of insulated #38 wire. Both
wires in a2 particular twisted pair always went to the same junction as
either current leads or voltage leads. Electrical connections for the large
area junctions and films did not have the EMI filters or shorting switches,
but were otherwise the same as above.

The chopper input of most voltmeters and chart recorders was found
to introduce extra noise into the sample and degrade the electrical meas-
urement of the very sharp low leakage junctions discussed below. With this
in mind, all voltage measurements (including the sense resistor for measur-
ing the junction current) for the small area junctions were made by first
amplifying the voltage with a precision instrumentation ampliﬁer5 (preamp)
shown in Fig. 54. These preamps have an accurate gain calibration (+0.1%
at G = 10), very low noise (7aV/(Hz)/2 at 1 kHz) and a high input impe-
dance of 10° 0. These preamps were also battery powered to eliminate 60
Hz pick-up. The output of the preamp then went directly to the chart
recorder (HP 7047A) and/or the digital voltmeter (DVM)(HP 3556A or HP
3478A). The DVM’s were interfaced to an HP 9816 computer for digitizing
the data.

The current source shown in Fig. 5-2 and drawn schematically in Fig,

4 Part # 1212-502, ERIE Technological Products, Inc.,, Erie, PA.

3 Model AD 524C from Analog Devices, Norwood, MA 02062
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Fig. 5-3: EMI filter and shorting switch on each electrical lead to the
sample in Fig. 5-2.
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Fig. 5-4: Low noise preamplifier for all junction measurements
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5-5 is capable of ramping the junction current from negative to positive
values smoothly through zero [see Ruggiero et al, 1986b]. The ability to
ramp through zero is not found in most current sources, but is important
for the tunnel junction measurements described here. The current range,
ramp speed and starting current are all adjustable from the front panel of
the current source. In addition to producing dc current for I-V measure-
ments, the current source could also produce a small ac current modulation
51 on top of the dc current for performing dV/dI vs. V measurements. In
this case the tunnel junction voltage has a small ac voltage component §V
given by §V = (dV/dI)sI where sI is the amplitude of the ac current
modulation and dV/dl is the differential resistance at the bias voltage. sV
was measured directly with a lock-in ampliﬁer6 set to the same frequency
as §] and V was measured as described above. &I was always adjusted to
produce a §V which was smaller than any structure being examined in
dV/dl. A sV of less than 10-20 sV was usually sufficient. These measure-
ments were useful in determining the tunnel barrier characteristics such as

barrier height and thickness as discussed below.

5.3 Large Area Junction Measurements

The large area junctions which were fabricated with the procedures in
chapter IV have been carefully measured with the low noise techniques just
discussed. These large area (75 x 300 pm?) junctions served to prove the
concept of producing high quality Ta/Ta,0,/PbBi tunnel junctions at low
tunneling current densities (< 1 A/cm?) with our ion-beam deposited Ta
films. The success of these junctions lead to the work on small area high
current density junctions discussed in section 5.4. In the course of this

study, several counter-electrode materials (Sn, Pb, and Pb,,Bij ) and

6 PAR Model 126 - Princeton Applied Research, Princeton, NJ.
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two tunnel barrier materials (T2,0; and sputtered amorphous Si) were
evaluated. The Josephson critical current of the large junctions was often
suppressed due to stray magnetic fields and was not measured carefully.
For this reason the I-V curves do not show the Josephson current at zero
voltage. All of the measurements were taken at 1.3K unless otherwise

noted. The results are summarized in Table 5-1 and discussed below.

5.3.1 Tunnel Barrier Materials and Characterization

The properties of the various tunnel barriers produced on the Ta base
electrodes have been characterized with a trapezoidal barrier model using
the WKB approximation. This model assumes an ideal barrier with a barrier
height ¢, on the left and 4, on the right and a uniform thickness d. As
discussed in chapter II and Il and section 5.5 , this model is certainly a
simplification of the complex nature of most real tunnel barriers, but is
nonetheless a useful parametric tool for describing the properties of a large
number of junctions. This model has been solved and put in a form that is
useful for computing barrier parameters directly with dV/dI data from
tunnel junctions by Brinkman, Dynes and Rowell (1970). (See also [Wolf,
(1985)]). The equations derived by these authors are,

1/2
eV i = 0.649 (84/d4/%) 5.1
Vo4 v - 116720 -
6(0) = (3.16x10™° ¢22/ayexp(-1.025 a4%/?) .3

where d is the barrier thickness in A, ¢ is the average barrier height (¢, +
4,)/2 in eV, and a¢ is the difference between ¢, and ¢, in eV. G(0) is

the conductance (dI/dV) at zero bias in mhos/cm?, Vmin is the voltage
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TABLE §-1 Summary of large area Ta junction properties measured at 1.3K. Iy

is the subgap current that flows at 90% of the sum gap, AV is the width of the
current rise at the sum gap (10% to 90%), Ry, is the normal state resistance of the
junction, t, is the oxidation time, ¢ and d are the tunnel barrier height and width
respectively (determined from junction conductance vs. voltage). The PbBi alloy for
all of these junctions is 29 wt.% Bi and 71 wt.% Pb.

Sample  Counter- barrier t,, Ry AV Iss/AI é d

electrode (@in) @ V) ™ @
8300622 PbBi Ta,0; 40 536 25 5% 087 158
830062b PbBi Ta2,0; 40 684 25 5% 081 165
830062c PbBi Ta05 40 593 25 % 08 161
8300632 PbBi Tz,0, 40 196 10 25%
83-0063b PbBi TaO; 40 195 10 4%
830063 PbBi Ta0; 40 115 10 25%
83006-5a PbBi Ta)O5 240 167 20 25%
83006-5b PbBi Ta,05 240 167 20 25%
83-006-5c PbBi Ta0; 240 130 20 25%
83-006-8a PbBi Ta)O5 240 278 25 1% 10 184
83-006-8b PbBi Ta0; 240 260 25 1%
830068 PbBi Ta)O5 240 278 25 1%
8300822 Sn T30 95 197 50 5% 117 130
83-008-2b Sn  Ta0; 95 112 S0 5%
8300842 Sn Ta,0 300 72 200 5% 071 25
83-0084b Sn  Ta)0; 300 1129 200 5%
83-008-7a PbBi  S0AaSi 10 400 150 10% 0041 680
83-0087b PbBi S0Aa-Si 10 308 .. 10%
83-008-8a PbBi 70AaSi 10 172 150 5% 0045 715
83-008-8b PbBi 70AaSi 10 174 150 5%
$0B32a Pb  TO; 75 5% 10 5%
80132 Pb  Ta0 75 718 10 5%
830132« Pb  TaOs 75 944 10 5%
8301332 Pb  Ta05 140 1131 150 5% 0985 156
830133b Pb  Ta0; 140 1934 150 4%
83-0133¢  Pb Ta,0; 140 2789 150 3%
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where the conductance is a minimum, V* is the positive voltage at which
the conductance doubles and V- is the negative voltage at which the
conductance doubles. V* and V- were typically ~ 300 mV for the 0.8 eV
barriers listed in Table S-1. The barrier asymmetry A¢ which is not listed
in table 5-1 was always less than 10% of ¢.

An examination of the barrier data in table 5-1 shows that the Ta,O;
barrier height is almost always in the range of 0.8 to 1.0 eV. In addition,
the general observation of increasing Ta,O; barrier height with decreasing
barrier thickness is consistent with the results of Ruggiero et al. (1986a) on
a wide range of barrier materials and current densities. The two junctions
with amorphous Si (a-Si) barriers show a low barrier height of ~ 0.05 eV
and relatively poor I-V curves as seen in Fig. 5-6. These results with a-Si
barriers are comparable to the much more extensive work on a-Si barriers
in the literature [see for example Jillie et al.,1982; Meservey et al., 1982;
and Beasley, 1980]. Due to the increased leakage of the a-Si barriers
compared to the high quality Ta,O, barriers these studies were not pursued
further. It is interesting to note, however, that the simple barrier model
gives a thickness d that is quite close to the actual deposited thickness of

a-Si which gives one additional confidence in the barrier model predictions.

532 DC I-V Curves

The notion of I-V quality necessarily implies that we have a standard
I'V curve with which to compare and a well defined way of making the
comparison. With this in mind, all of the experimental I-V curves have
been characterized by measuring the ratio of the subgap current at 90% of
the sum-gap voltage (Isg) to the current rise at the sum-gap (al). The
voltage width AV of the current rise at the sum-gap is the voltage required
to increase the current at the sum-gap from 10% to 90% of al. For clarity,

the sum-gap in this work is defined to be the inflection point of the
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Fig. 56: -V curve for an amorphous Si tunnel barrier junction (83-008-
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Fig. 5-7: I-V curve of a Ta/Pb tunnel junction (83-013-3c) showing the
width of the current rise at the sum gap which is due to anisotropy effects
in polycrystalline Pb films.
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current rise Al. These definitions are indicated graphically in Fig. 5-6 for
an a-Si tunnel barrier junction. A summary of these parameters for all of
the large area junctions is given in Table 5-1.

Although excellent I-V’s were obtained with a Pb,Bij, counter-
electrode, pure Pb and Sa counter electrodes were also evaluated. Pure Pb
was also used in the early junction work to eliminate any possible compli-
cations due to the variation of the energy gap or crystal structure in an
alloy counter electrode such as Pby,Bi;,. The I-V curve of a junction
with pure Pb counter-electrode is shown in Fig. 5-7 and illustrates the
width AV to the current rise Al that is typically found with thick poly-
crystalline Pb junction electrodes. This width appears to be due to an
intrinsic gap broadening typical of relatively thick polycrystalline lead films,
where the energy gap is a function of crystallographic direction as discus-
sed in chapter IT and section 5.5.5. This effect is consistent with that
observed in the high quality tunneling data of Shen (1972) on Ta/Pb
junctions.

As shown in Fig. 5-8, a number of the junctions made with the
Pby7Big counter-electrodes exhibited a proximity effect "knee" structure
at the sum-gap. This effect is discussed in section 5.5.2 and resuits from
the presence of a thin normal or reduced T, layer at the interface between
the barrier and the thick superconducting electrode. This problem may be
due to the undesired presence of a second phase of PbBi if the composition
is not correct for the pure ¢ phase (hep)(29 wt.% Bi) as discussed in
chapter IIl. This problem was later solved by switching to a PbygBiy,
composition for the small area junctions. This 10% Bi mixture produces an
fcc phase and is very easy to deposit from an alloy source since the single
phase region exists for the fcc phase with Bi concentrations from 0 to 17
wt.% (see phase diagram in chapter III).

The I-V curve for one of the lowest leakage junctions is shown in
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Fig. 5-8: I-V curve of a Ta/Pby,Biyy tunnel junction with a proximity
effect "knee" at the sum gap (83-006-5a).
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Fig. 5-9 with several amplifications of the current scale by factors of 10.
This I-V is comparable (within a factor of 3) to the lowest leakage
published I-V’s in the literature [Shen, 1972] which used UHV outgassed
single crystal Ta foils. These results can also be compared with the high
quality Nb/Al/ALO,/Pb,¢Biy, junctions of Gurvitch et al. (1982) discussed
in section 5.5.2 (see Fig. 5-21). As discussed in section 5.5, a2 number of
different mechanisms can contribute to the subgap currents observed in
these junctions and no one mechanism can be easily identified at this time.
Most authors do not magnify the current below the energy gap so that a
detailed comparison with other work was not always possibie. As discussed
in chapter IIl and section 5.5.3, the low levels of suboxide (TaO) formation
found in Ta surface oxides [Himpsel, 1984] may favor the formation of a
very abrupt metal to oxide interface and a nearly ideal tunnel barrier in
these Ta junctions. The important conclusion of this section is that it is
possible to make well characterized and very high quality junctions on our
polycrystalline Ta films at low current densities. The extension of these
results to small area and high current density junctions described in the
next section and chapter IV was not trivial, however, since the relatively
simple thermal oxidation techniques used here could not be easily extended

to the high current density regime.

5.4 Small Area Junction Measurements

A large number (n>100) of small area junctions were fabricated and
tested during the development of the step edge process in chapter IV.
Many of the results were far from ideal and a reasonable degree of
perseverance was required to continue trying new ideas when junctions
came out shorted, leaky, or open circuited. It was by no means guaranteed
that Ta would make good oxide barrier tunnel junctions at high current
density. The experiments described in this section present the results of a
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number of the different approaches that were tried before the best solution
(dc glow discharge oxidation) was found. Some of these techniques, such as
an oxidized Al overlayer, may ultimately be useful for other tunnel junction
work with different materials. All of the I-V curves reported were
measured in the LHe bath at 1.3K unless otherwise noted. The Josephson
current is not indicated on most of the plots (so as not to complicate the
figures) although it was always present as indicated in the tables of
junction results.

5.4.1 Non Optimal Barriers - Al Overlayers, Ion Beam, and Thermal
Oxidation

As discussed in chapter IV, a significant effort was made to produce
junctions by using a low energy oxygen ion beam for oxidation of the Ta
surface. The motivation for this work was provided by the high quality Nb
junctions produced by Kleinsasser et al. (1981) using ion beam oxidation.
When these techniques were attempted for Ta junctions in the step
geometry, however, the results were not very reproducible or of very high
quality. The I-V of one of the best ion beam oxidized junctions is shown
in Fig. 5-10. Table 5-2 summarizes a selected but representative set of ion
beam oxidized junctions. (Those that were very low resistance (<1a) or open
circuited have been omitted.) The subgap leakage in these junctions was
almost always >20%. The junction resistances on the same wafer were
sometimes different by a factor of 100 and not reproducible from run to
run with the same cleaning and oxidation procedures. At the present time,
this irreproducibility is believed to be due to the geometry of the step
defined process and the directional nature of ion beam processing. In
particular, the presence of a large photoresist overhang near the junction
area can cause a shadowing of the edges of the junction area during the

ion beam cleaning. This shadowing means that, after cleaning, the portions
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TABLE 82 Summary of small area Ta junction properties with various oxidation techniques
other than dc glow discharge (see Table 5-3). The measurement temperature is 1.3K. Ig is
the subgap current that flows at 90% of the sum gap, AV is the width of the current rise at
the sum gap (10% to 90%), Ry is the normal state resistance of the junction, I is Josephson
critical current, and t__ is the oxidation time. The PbBi alloy for all of these junctions is 10
wt.% Bi and 90 wt.% Pb.

Sample  Counter- barrier oxidation ty Ry AV I /al I
electrode technique (min) Q) (BV)

TI15C1 Pb Ta,0; Ion Beam 15 <2 660
THC1  Pb  TaO; AirAmnealed 3hr. 6 250
TI20A1 Pb Ta,O5 lon Beam 50 157 150 25% 52
TI0A2  Pb  Ta0O; lomBeam 50 278 20 2% 28
TINA3  Pb  TaO; lonBeam 50 162 100 25% 55
TI5A32  Pb  Ta0; lonBeam 65 25 .. 25% 50
TI25A4  Pb  Ta0; lonBeam 65 36 .. 15% = 30
TI8B3  PbBi TaO; air 20 1740 120 1%

TIC1  PbBi  ALOY 1Tor0, 200 1030 100 10%

TINC3  PbBi  ALOR® 1TorO, 200 84 100 3%
TI0C2  PbBi Ta0; Op/H,0 900 68 .. 20% 290
TI0C2  PbBi TaO; AirAmncaled 65hr.397 .. 8% 3%

() Junction sent to Berkeley for testing gave Ty = 3.8K
(b) Ta base electrode with 504 aluminum overlayer.
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of the tunne] junction area at the edge may not be fully oxidized by the
ion beam oxidation process and therefore lead to shorts or low resistance.
It is the directional nature of ion beam cleaning and oxidation process that
causes edge effects to become important. Small variations in the ion beam
angle and photoresist geometry from junction to junction can therefore lead
to a large variation in junction resistances.

Attempts to use a fast air transfer (< 10 minutes) from the ion beam
deposition system (for Nb or Ta) to the thermal evaporator for the
PbygBiy, counter-electrodes almost always produced junctions with too
large of a resistance (R > 1kn) although the I-V curves were quite good
(see Table 5-2 and Fig. 5-11). Based on this information, we also attempted
to clean the Ta surface with a low energy ion beam (~ 150 eV) after air
transfer and then re-oxidize the surface by admitting oxygen into the
system. The Ta surface after ion cleaning, however, was slow to oxidize
for some unknown reason. One might even expect that the sputter cleaned
surface should be more reactive due to the rough and damaged nature of
the surface. One possible explanation for the slow oxidation rate is that a
carbide layer, like that found in some Nb junctions [Kuan et al., 1982] after
ion cleaning, is passivating the surface and reducing the oxidation rate. In
addition to the slow oxidation, the I-V curves themselves were not out-
standing as shown in Fig, 5-12.

A final approach which produced some promising results was the
deposition of thin overlayer of Al after ion cleaning of the Ta surface.

The thin aluminum overlayer was then thermally oxidized to form an ALO,
tunnel barrier as described in more detail in chapter IV. These junctions
had reasonable I-V curves as shown in Fig. 5-13 and probably could have
been optimized to achieve the right resistance (~ 500) with additional work.
This approach is based on the successful Al overlayer techniques developed
by Gurvitch et al. (1981) and discussed briefly in section 5.5.2. Although
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Fig. 5-13: I-V curve of an Al overlayer junction (TJ29C2).
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Fig. 5-14: I-V curve of a glow discharge oxidized Ta/PbBi junction
(TJ31C3) with the current scales magnified by factors of 10 and 100. The
curve labeled BCS is the BCS subgap current (x100) for two superconductors
at 1.3K (8, = 0.65 mV (Ta) and 4, = 1.54 mV (PbBi)). This BCS current is
very close to the measured current (x100) up to 4.
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the Al overlayer technique was not actively pursued in this work, it might
be a useful starting point for making tunnel junctions with more difficult
materials such as Nb, NbN and A-15 compounds.

542 DC Glow Discharge Oxidation

The success of the dc glow discharge oxidation technique for Ta
junctions was nothing less than a major breakthrough for making repro-
ducible high current density Ta junctions required for the mixer experi-
ments of chapter VI. The dc glow discharge technique (see also chapter
IV) is an ion assisted process like the ion beam oxidation technique, but
the ion energy is low (10 - 20 eV) and is not directional. The lack of
directionality helps to minimize the shadowing effects that are present in
ion beam oxidation. Quite a few junctions were made with this technique
and their properties are summarized in Table 5-3. All of the junctions
made with a 20 sec. oxidation time had resistances within a factor of two
of each other (= 20 0) even though this data represents the results of three
totally different fabrication runs. Other oxidation times also had quite
predictable results. A number of I-V curves for different junctions
produced with the glow discharge process are shown in Figs. 5-14 to S-18
(all measured at 1.3K). Fig. 5-14 compares the sub gap current in one of
the best junctions with the predictions of the BCS theory at 1.3K. Clearly
the current below the PbyBiy, gap s, is well fit by the BCS theory (if a
little noise rounding is added to smooth out the singularity at a, - a1).
The current rise at 4, may well be explained by a combination of multipar-
ticle tunneling and some normal metal inclusions at the Ta interface as
discussed in section 5.5 but this is not clearly resolved at this time. The
higher current density junctions (lower resistance) show even more leakage
which suggests that there is a universal mechanism that degrades the

quality of junctions as the current density is increased beyond 10° A/cm?.
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TABLES.3 Summary of small area Ta junction properties with dc glow discharge oxidation
I__isthe subgap current that flows at 90% of the sum gap, AV is the width of the current

% at the sum gap (10% to 90%), Ry; is the normal state resistance of the junction, I. is
Josephson critical current, and t__ is the oxidation time. The PbBi alloy for all of these
junctions is 10 wt.% Bi and 90 wE.5% Pb.

Sample  Counter- barrier oxidation tx Ry A&V [sg/AI I

electrode technique (min) (@) (BV) (p.cA)
TI31BL  PbBi  Ta,O; dcDisch 025 429 50 10% 295
TI31B2  PbBi  Ta,O dcDisch 025 351 50 10% 380
TI31B3  PbBi  Ta,Os dcDisch 025 787 0 5% 160
TI31B4  PbBi  Ta,0; dcDisch 025 78 50 5% 160
TI31Bl  PbBi  Ta0s AirAnncaled 24min 740 50 5% 165
Ti31B2  PbBi  Ta,05 AirAnnealed 24min? 604 50 5% 165
TI31B3  PbBi  Ta,O; AirAnncaled 24min? 138 50 25% 165
TI31B4  PbBi  Ta)O; AirAnncaled 24min? 1490 S0 25% 165
TI31IC1  PbBi  Ta0Os deDisch 050 34 0 1% 12
TI3IC2  PbBi  Ta,O; dcDisch 050 45 0 5% 12
TI3IC3  PbBi  Ta,0; dcDisch 050 317 50 05% 12
TI31C4  PbBi  Ta,O dcDisch 05 310 0 05% 12
TI3ID1  PbBi  TaOs dcDisch 033 240 20 2% 4
TI3ID2  PbBi  TaOg dcDisch 033 247 20 2% 4
TI3ID3  PbBi  TaOs dcDisch 033 144 20 2% 87
TI3ID4  PbBi  Ta,O dcDisch 033 212 20 15% 56
TI3E®  PbBi  Nboxide deDisch 033 224 200 3% 0
TIEEQ®  PbBi  Nb-oxide deDisch 033 172 200 2.5% 9
TISIER®  PbBi  Nb-oxide dcDisch 033 162 200 3% 102
TI3IE4Y  PbBi  Nboxide deDisch 033 199 20 25% )
TI3IFI°  PbBi  TaOs deDisch 033 24 10 5% 55
TI3IF2°  PbBi  Ta,O dcDisch 033 193 100 3% 70
TI3IF  PbBi  TaOg dcDisch 033 197 0 3% )
TI3IF4  PbBi  TaOg dcDisch 033 146 0 3% 100
(a) at 80°C on 2 hot plate
(b) Niobium base electrode

(c) Niobium base electrode with 70A Ta overlayer
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This trend Eas been noticed by other workers [Raider, 1985] and is clearly
related to the fact that the barrier thickness is approaching a few atoms,
so that small defects will have a big effect. These problems can be quite
subtle and complex and represent an interesting area of study in themsel-
ves. Clearly, the modern tools of surface science and well controlled
epitaxial film growth should have a major impact on our understanding of
such tunneling systems (see, for example Braginski, 1986).

Table 5-3 also lists the results for several niobium junctions and Ta
overlayer on niobium junctions produced with the glow discharge oxidation.
Clearly, the Ta overlayer on niobium improves the sharpness of the current
rise at the sum gap. This is presumably due to the suppression of Nb
suboxide formation at the interface as discussed in detail in section 5.5.3
for other overlayers such as Al, Mg, and rare earths. Fig. 5-18 shows that
the voltage at which the current rise occurs for the Ta overlayer on Nb is
lower than that for pure Nb in Fig. 5-17. The magnitude of this effect is
consistent with the proximity effect model discussed in section 5.5.2 for a

70A Ta overlayer on Niobium (see also Ruggiero et al., 1986a).

5.4.3 Gap Suppression at High Current Density

Most of the junctions with current densities greater than ~ 5x10°
A/cm? displayed a negative slope (dV/dI) at the sum gap. This effect was
observed when the junctions were directly immersed in the superfluid
helium bath at 1.3K. Similar effects have also been observed by a number
of other authors [Yeh and Langenberg, 1978; Kleinsasser, 1981; Winkler and
Claeson, 1985] using high current density junctions. These authors attribute
the effect to the presence of excess quasiparticles which locally perturb the
superconducting state and reduce the energy gap. In order to confirm that
this effect is not simple self-heating (due to the heat generated by the

simple PR dissipation), we have calculated the temperature rise caused by
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the power dissipation in the junction. We include only the heat conduction
through the metal film (an underestimate which ignores the substrate and
LHe bath heat conduction) and calculate the temperature rise due to the
junction dissipation. The junction in Fig. 5-12a, for example, generates an
amount of power given by Q' = (200 pA)x(2 mV) = 4 oW at the sum gap.
Using the thermal conductivity for Ta, Kl‘a = 0.1 W/cm [Rosenberg, 1955], a
length of 10 pm from the small junction to the large (bulk) electrodes, and
Q' = KAAT/d, we find a temperature rise aT at the junction of ~ 0.01K
which is far less than necessary to cause the observed gap depression (a

aT of at least 1K is required).

A more likely explanation of the observed gap depression, as mention-
ed above, is that it results from the injection of a large number of
quasiparticles into a small area (and volume) of the superconductor which
strongly perturbs the equilibrium superconductivity in this region. The
negative resistance arises from the fact that as the current is increased,
more quasiparticles are injected through the tunnel barrier and the energy
gap is more strongly depressed. This depression of the energy gap for
increasing current results in the negative differential resistance. The
actual magnitude of the gap depression is of course strongly dependent on
the geometry of the metal films in the junction area and their ability to
remove the large number of injected quasiparticles and the subsequent
phonons of energy ~ 2a due to pair formation (i.e. quasiparticle recombina-
tion). This in turn depends on such material specific parameters as the
Quasiparticle recombination lifetime and phonon scattering time [see Kaplan,
1976]. Rough estimates of the magnitude of these effects for parameters
similar to ours [Yeh and Langenberg, 1978; Winkler and Claeson, 1985] show
that the magnitude of the gap suppression that we observe is reasonable.

In light of the uncertainty in the quasiparticle lifetimes, phonon conduction
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at interfaces, and similar transport parameters for our system, these rough
calculations are all that can be expected at this time.

These effects point out one of the limitations of the step defined
geometry for higher current densities (>10* A/cm?). Other geometries, such
as the window geometry and the edge junction [Kleinsasser, 1981], offer
more effective "cooling" of the junction area and allow higher (up to 10°
A/cm?) current densities before the non-equilibrium effects are seen. We
note in passing that these gap suppression effects are the physical basis for
some of the recent superconducting transistor concepts [Faris, 1983). The
response time of those devices is also limited by the quasiparticle recom-
bination and phonon lifetimes.

5.4.4 Thermal Cycling and Aging Effects

All of the Ta and Nb base electrode junctions survived repeated
thermal cycling from room temperature to 4.2K without failure due to
shorts or open circuits. If the junction was kept under vacuum or in dry
nitrogen during the time at room temperature, the resistance changes were
always less than 1%. Exposure to air, however, caused a gradual increase
in the junction resistance which is presumably due to additional oxidation
at the edges of the junction. The effect of a hot plate anneal in air at
80°C is shown in Table 5-3. This effect is consistent with the work at
IBM [Broom et al., 1980] where the resistance increase was attributed to
lateral diffusion of oxygen or water vapor from the junction edges. This
problem was solved by the IBM workers by using a PbAuln alloy counter
electrode. The In is believed to act as a passivating layer by forming an
In,0, layer on the surface of the counter electrode and preventing oxygen
diffusion. The PbAuln was not used in our case because the inclusion of
the low T¢ phase AuPb, at the junction interface can broaden the width of

the current rise at the sum gap and increase the sub gap current [Lahiri et
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Table 54 Summary of recent work by other authors on high current
density junctions. The Nb and NbN results are at a bath temperature of
4.2K while all of the other results are for bath temperatures <2K.

Base Barrier Counter-  J. ) Is g/AI AV Reference
electrode electrode (A/cm”) BV)
Nb Al/AbO3 Nb 6000 5% ~100 A
Nb Al/ALO3 Nb 1000 5% <100 B
Nb NbO,Cy  Nb ~1000 5% s100 C
Nb NbO,Cy  Nb ~1000 5% <100 D
NBN MgO NbN 1000 10% ~30 E
Sn So-oxide  Sn 250 2% 405 F
PbBi  In/In-oxide PbBi 250 15% 60 G
" " 1000 5% 100 G
Ta  Ta,0;  PbBi 1000 1% 20 H

A - Huggins and Gurvitch, (1985)
B - Morohashi et al., (1985)

C - Gallagher ct al,, (1983)

D - Kleinsasser et al., (1981)

E - Shoji et al., (1987)

F - McGrath et al,, (1981)

G - Gundlach et al., (1982)

H - This work (see Fig. 5-15)



123

al,, 1980]. An evaporated SiO passivation layer may also be helpful in
reducing the aging effects.

54.5 Comparison With Other Work on High Current Density Junctions

In order to put our work on high current density junctions in
perspective, Table 5-4 compares the characteristics of junctions made with
other processes by other researchers. For more details, Raider (1985) has
reviewed recent progress on all refractory metal tunnel junctions. Only
junctions with current densities > 100 A/cm? have been considered. Our
best Ta junctions at ~ 1000 A/cm? such as Fig. 5-15, have leakage currents
that are <1% and have a width AV at the sum gap of ~ 25 xV which is a
clear improvement on the results in Table 5-4. It is important to note,
however, that the results in Table 54 for Nb and NbN junctions are only
quoted for 4.2K operation. These results could improve at lower tempera-
tures of ~ 1.3K. The best Sn junctions of McGrath et al., (1981), have
produced excellent mixer results with conversion gain G > 1 and low noise
(Tm = 9 £ 6K) approaching the quantum limit. These junctions, however,
do not survive repeated thermal cycling. This was one of the major

motivations for the work discussed in this thesis.

5.5 Mechanisms for "Non-Ideal” Tunnel Junctions

A number of physical characteristics of real tunnel junctions can
conspire to produce I-V curves that deviate from the ideal BCS I-V
discussed in chapter II. Real tunnel junctions, for example, use tunnel
barriers that vary in thickness, have defects and electron traps, and do not
always form a sharp metal to insulator interface. Real metal films often
have grain boundaries unless an effort is made to produce single crystal
films in UHV on high temperature substrates. These grain boundaries can

contain impurities which may locally reduce the energy gap through the
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proximity effect. These effects are enhanced in superconductors with short
coherence lengths such as Nb and Ta (¢ =~ 2004). Many superconductors
such as Pb also have an energy gap that is different in different crystallo-
graphic directions which can lead to a width of the current rise at the sum
gap for polycrystalline films. A brief description of these important
mechanisms and their experimental relevance is given in the following

sections.

5.5.1 Multiparticle Tunneling

As the name implies, multiparticle tunneling (MPT) is a process by
which m particles (two or more) can tunnel at the same time through the
barrier. This process was first described by Schrieffer and Wilkins
(1963)(see also Wilkins, 1969; Hasselberg et al., 1974; and Mukhopadhyay,
1979) and is simply a higher-order tunneling process of expected rate |T|m,
where T is the tunneling matrix element. This theory predicts a current
rise at the m-particle threshold eV = 2a/m of,

e

L m 2
A tanh [A E (s + m.l) 2z 5-4
bxhd? 2kT| |16 mt| |2

where s = 2¢d = 1.025 g™/, with d the oxide thickness in & and 4 the
barrier height in eV. This relation predicts that the current jumps fall off

Ay =

rapidly with increasing m proportional to = exp(-ms). From the barrier
studies in section 5.3.1 we know that d = 15 4 and ¢ ~ leV which implies
that s = 15. If this value of s is used to calculate the ratio of the current
rise at the m=2 multiparticle tunneling steps (V = Afe or a,/e) to the
current rise at the sum-gap (m=1) we find Al(m=2)/al(m=1) = exp(-s) =
3x107.  As discussed in section 5.3 and 5.4 and shown in Fig. 5-9, we
typically find a current rise at A1 or A7 which is about 100 to 1000 times
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smaller than the current rise at the sum gap. This experimental value for
the current ratio is at least a factor of 1000 times greater than what is
predicted by the multiparticle tunneling model. One possible way to
account for this discrepancy within the model is to assume that the oxide
is non-uniform and that the strong multiparticle currents come from the
locally thin areas. If, for example, 15% of the single particle current comes
from an area of the junction with a barrier thickness of SA then we find
Al(m=2)/al(m=1) =~ 10 which is closer to the experiment.  Similar
comparisons have been made for subgap currents in small Nb junctions
produced at IBM by Gallagher et al. (1983). It should be noted, however,
that the theory becomes questionable for such very thin (<104) barrier
regions where the coupling of the electrodes is strong. This breakdown
occurs because the theory is based on a perturbation calculation that is not
valid when the matrix elements become of order unity as required for
strong coupling. Recent progress on the problem of strong electrode
coupling has been made by Arnold (1985) and Klapwijk, Blonder and
Tinkham (1982) although the connection with multiparticle tunneling is not
clearly resolved at this time.

An additional prediction of the multiparticle tunneling model that is
easily checked is the ratio of the m=2 current jumps at A1 and ay. The
theory predicts that I(a,)/1(a,) = a,/a, = 0.4 for Ta/Pb,¢Bi,, while the
data in Fig. 59 gives a ratio of « 0.1. This value is significantly smaller
than the theoretical prediction as are the ratios for the other I-V’s in
Table 5-1 and 5-2. This observation may be related to strong electrode
coupling through the barrier mentioned above or the presence of additional

mechanisms discussed below.

5.52 Proximity Effect Tunneling

A proximity effect tunneling structure is shown schematically in Fig.
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5-19a. The N layer can be a normal metal or a superconductor with 2
reduced energy gap. In both cases the N layer is assumed to be thin
compared to the coherence length in the proximity layer dy < ¢ =
nven/nbs. The strong interaction of this N layer with the superconductor

S induces a gap AN in the N layer by the well known proximity effect
[Deutscher and DeGennes, 1969; Wolf, 1985]. A small reduction of Ag also
occurs at the NS interface, but this effect is usually <3% for thin N layers
[Arnold, 1978]. This structure can represent the real situation in a tunnel
junction if the metal/barrier interface is damaged (the damaged layer would
look like a reduced T, superconductor) and has a reduced energy gap or if
a thin metal layer such as Al or Ta has been deposited on the surface to
be oxidized as an artificial tunnel barrier (see sections 5.4 and 4.2.5). The
theory of tunneling into proximity effect systems has developed significantly
in recent years and has been recently reviewed by Wolf, 1985. The theory
itself makes use of Green’s function techniques which are quite involved
and beyond the scope of this thesis to discuss in detail. Nonetheless, some
of the salient features and their relevance to experiments are discussed
below.

The basic physics of proximity effect tunneling is indicated in Fig. 5-
19b and 5-19¢c, where the thick S layer has induced an energy gap ay in
the N layer. This square well potential at the tunnel junction interface
produces at least one quasiparticle bound state of energy E, just below the
energy gap A A straightforward calculation (solving for the wavefunction
in the potential well with ay = 0) by de Gennes and Saint-James (1963)
finds the bound state energy E, to be given by,

Ey = Agll - (dybg/2hvp)?) 5-5

- Ag[1 - (dy/2x€)2] 5-6
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Note that E, reduces to a5 for very thin N layers as one would expect in
this limit. A more complete analysis (including strong coupling effects and
scattering) by Arnold, (1978) (see also [Wolf and Arnold, 1982]) shows that

E, is given approximately by,

E = Agll - (RZag/4)2] 37
where
2Zdy(1+r) 5.3
fivp(l-r)
and

vp(S) - vp(¥)

r= 5-9

VF(S) + VF(N)

Z is approximately equal to 1 + A « 1 where A is the electron phonon
coupling constant (A = N(0)<I>2/M<?> [McMillan, 1968]) which is usually in
the range 0 < A < 1. ris a measure of the reflection off the small
potential step associated the difference in the Fermi wavevectors of N and
S. For typical values of r « 0.1, Z = 1, dy = 0.3¢ = 30 A we find E, =
0.99a5.  Arnold also calculates the tunneling density of states for this
system with strong electron-phonon coupling effects from which dc I-V
curves are easily derived as shown in Fig. 5-20. The essential characteris-
tic of the proximity effect I-V curve is an abrupt current rise at the
voltage &, + Eq < 4; + 4, where the quasiparticles begin to tunnel into
the bound state energy level at E,. A negative resistance region between

&4 + Eg and 4, + 1, is also predicted. A beautiful experimental example
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of these effects is provided by the work of Gurvitch et al. (1981) in Fig. 5-
21 where a series of Al layer thicknesses are deposited on the surface of a
Nb base electrode and oxidized to form an ALO, tunnel barrier. The
remaining Al between the barrier and the Nb forms the N layer discussed
above. The exact N layer thickness after oxidation in this case is not very
well known because some of the Al was found to diffuse down the Nb grain
boundaries. Nonetheless these I-V’s clearly demonstrate the proximity
effect and the advantages of having a high quality barrier to metal
interface as discussed further in 5.5.3. The exact details of the tunneling
depsity of states and the predicted dc I-V curve will of course be strongly
dependent on the nature of the NS system being modeled. For example,
one needs to have a good estimate of the coherence length, the N layer
thickness (assuming no thickness variations), and the scattering properties
of the interface [see, for example, Ruggiero et al., 1986a]. Unless a system
is intentionally prepared with a well known N layer this modeling can be
difficult. The important point here is that tunneling into a proximity effect
system can produce I-V curves with significant conduction below the sum-
gap and a negative or increased resistance region above the sharp current
rise at Eg + a1. Both of these effects are observed experimentally in
sections 5.3 and 5.4.

5,53 Suboxides and Normal Metal Inclusions

The interface between a metal and an insulator generally contains
defects and composition variations. A special effort is required to avoid
this by growing an epitaxial insulator on a single crystal metal which is
seldom possible for tunnel junctions. Even then, a certain level of defects
and insulator cracks will always be present. The presence of defects and
their electrical properties are especially important for the disordered oxide

tunnel barriers and interfaces being discussed in this chapter.
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As illustrated schematically in Fig. 5-22, Nb is a classic example of
the problems associated with oxidizing a metal that forms multiple stable
oxides (suboxides) such as NbO and NbO, [Samsonov, 1982; Halbritter, 1985].
In the case of niobium, NbO is actually a low T, (~ 1K) superconductor
which means that small inclusions of this suboxide (at grain boundaries for
instance) may locally depress the gap and give rise to currents that flow
below the gap of bulk clean Nb. Oxygen in solid solution is also well
known to strongly depress the T of bulk Nb (~ 1K/at.%) [Koch et al,
1974] so that oxygen diffusion into Nb at the interface may also cause local
depression of the energy gap. Recent studies of high quality Nb junctions
at IBM [Kuan et al.,, 1982] show that a thin NbOny layer on the Nb
surface can improve junction quality by acting as a barrier against the
diffusion of oxygen into the Nb at the surface. Additional studies by Kwo
et al. (1983) using oxidized rare earth and Mg overlayers on Nb, show that
increased subgap leakage is strongly correlated with presence of Nb
suboxide (NbO) at the interface (as determined by XPS). Recent studies of
single crystal Nb films by Celaschi et al., (1983), show that the oxidation of
single crystal Nb films is quite different from that of polycrystalline Nb.

In particular, the single crystal Nb was found to produce high quality
barriers with low subgap leakage and a large barrier height (4 = 0.7 eV).
The I-V’s also showed no proximity effect "knee" structure at the sum gap.
These studies emphasize the importance of grain boundary effects in the
oxidation of Nb and the incompleteness of our present understanding of the
details of thin film oxidation.

As originally discussed by Shen (1972), Ta presents a very different
situation from Nb in that it forms high quality barriers with simple air
oxidation. A large amount of evidence suggests that this is mostly due to
the lack of stable Ta suboxides [Samsonov, 1982] which leads to a sharp
metal to Ta interface. Himpsel et al. (1984) have used core level shifts in
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Fig. 5-22: Schematic representation of the Nb/Nb-oxide interface [from
Halbritter, 1985].
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XPS (X-Ray Photoelectron Spectroscopy) to study the surface oxidation of
Ta in UHV. These authors find that Ta is only oxidized in the 3+ (Ta,0,)
or 5+ (Ta,0;) valence state with no evidence for TaO (2+ valence). The
electrical properties of Ta,0, are not known since it does not form a
stable bulk crystal. The exact amount of Ta,0, may also depend on the
oxidation technique so that these result should only be used as a guide.
These XPS studies are in sharp contrast to similar work on the Nb/Nb-
oxide system [Pollak et al., 1983] where many valence states of Nb are
seen. Sputter profiles of anodized Ta and Nb films also reveal a much
sharper interface for Ta/Ta,O; than for Nb/Nb,O; [Sasaki, 1980). This
indicates a reduced tendency for oxygen to diffuse into Ta and locally
depress the energy gap as is found in Nb. The lack of a proximity effect
"knee" structure in most of the very high quality Ta junctions in this
chapter also supports the idea of a sharp Ta/Ta,O; interface.

5.54 Resonant Tunneling and Barrier Defects

Most tunnel barriers have an inherent number of defects due to
vacancies and impurities. These defects can produce states in the band gap
of the insuiator (tunnel barrier) and additional conduction mechanisms
besides direct tunneling which can lead to increased subgap leakage current.
Resonant tunneling is one such example that has been extensively discussed
by Halbritter (1985). In this case an electron has an enhanced probability
for tunneling through an empty (resonant) state in the band gap of the
insulator when its energy is properly lined up with the energy levels in the
left and right electrodes. Hopping conduction may also be possible for
certain defect energy levels. The loss of energy information in the hopping
process may also allow current to flow for voltages less than the sum gap.
Neither resonant tunneling or hopping conduction have been directly
correlated with subgap leakage current at this time (to my knowledge) so
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that the above statements should be regarded as speculative. A low density
of electron traps is found for many Ta,O thin films by optical means
[Thomas, 1974; Seki, 1983). This is probably related to the high quality
junctions that we have been able to produce with Ta base electrodes
although the direct connection is not clear at this time.

5.5.5 Gap Anisotropy

As discussed in chapter II, tunnel junctions can measure a supercon-
ducting energy gap which depends on the crystallographic orientation. For
example, Pb single crystals have been measured by Rochlin, (1967) to have
an energy gap of A = 149 mV in the 100 direction and 4 = 125 mV in
the 110 direction. Other orientations give intermediate values of o, In
polycrystalline films, such as those discussed in this thesis, variations in
the crystal strain and microcrystalline orientation can cause a distribution
of energy gaps to be measured by a tunnel junction that is physically larger
than the grain size. We believe that this is the cause of the broad (200
V) current rise always found with pur counter-electr iscussed in
section 5.3. Markowitz and Kadanoff, (1963), have pointed out that
impurity scattering can reduce the size of these effects by causing electron
scattering to different portions of the Fermi surface, thus averaging the
anisotropic properties [see also Campbell et al,, 1966). These Fermi surface
averaging effects are important in dirty superconductors where the mean
free path £ is less than the Pippard coherence length ¢, (e.g. PbBi where
§ = 1000 A and 2 < 100 A). Dirty superconductors such as PbBi show only
one well defined value of  in all of the tunneling experiments to date
[Dynes et al,, 1978]. This was a major reason for our using an alloy such
as PbygBiy; as a counter-electrode material for mixer junctions needing a

sharp current rise at the sum gap. The mean free path in our Nb and Ta



136

films is also quite short (= 100 A ~ grain size) which should average any
anisotropy effects in these materials as well [Durbin et al., 1983].

5.5.6 Quasiparticle Lifetime Effects

As discussed in chapter I, the lifetime of quasiparticles near the
superconducting energy gap 4 is determined by the time it takes to find
another quasiparticle of equal and opposite momentum. These quasiparticles
can then recombine to form a cooper pair and emit a phonon of energy 2a
in the process. This quasiparticle recombination lifetime is strongly

temperature dependent and is given by,

S/20p 11/2 4 .
S (x)l/z[M)] / [T:] 21 e 5-10
T kT, T To

where rg is related to the electron-phonon coupling strength A through the
Eliashberg theory as discussed in chapter I. The strong temperature
dependence comes from exponential decrease in the number of available
quasiparticles as the temperature is decreased. Values of r, have been
calculated for various materials by Kaplan et al. (1976) (ro = 0.196 x 10°
sec for Pb; = 178 x 10 sec for Ta; = 0.149 x 10 sec for Nb; and = 0043
X 10'9 for PbygBi,,). For Pb, excellent experimental agreement has been
obtained by Hu et al. (1977).

As first demonstrated by Dynes et al. (1977) for Pb,,Bi,,, the
quasiparticle lifetime can have a significant effect on the width of the

current rise at the sum gap. Fig. 5-23 shows the temperature dependent

9

'V curves measured by these authors. The temperature dependent gap
width is well fit by assuming that the temperature dependent lifetime
broadening given by Eq. 5-10 (rR = aE/#) with a r,, given by the calcula-
tions of Kaplan et al. (1976).
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I (mA)
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Fig. 5-23: 1V curve for a Pb,gBi,,/I/PbysBi,, tunnel junction as
function of temperature showing the gap broadening due to the short
quasiparticle lifetime near T, {from Dynes et al,, 1978].
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Fortunately for the application of quasiparticle mixers, this lifetime
broadening becomes small at low temperatures (T<0.3T,) and is not a real
problem for most materials which have a ry much larger than that of
PbygBig;. The Nb/PbyBi,, mixer experiment at 4.2K discussed in
chapter VI, however, does have a significant width at the sum gap due to
the quasiparticle lifetime of the Pb,oBiy, counter-electrode. This width is
seen to have a strong effect on the conversion efficiency of the mixer
which makes a useful test of these results.

5.6 Conclusions

The small area Ta junction characteristics described in this chapter
are nearly ideal for the SIS mixer experiments to be discussed in chapter
VL. Nb junctions fabricated with the same process have less ideal charac-
teristics, but can be improved with the use of a thin Ta overlayer. A
number of mechanisms that can contribute to non-ideal junction character-
istics have also been identified. The effect of these mechanisms on tunnel
junction I-V’s has also been compared with the Ta and Nb junction results.
Several challenges remain, however, such as the elimination of the aging
problem (junction resistance increases with air exposure) and the reduction
of the junction area for higher frequency applications. An improved
understanding of the microscopic mechanisms that contribute to non-ideal

junction behavior at high current density is also clearly needed.



VI. A TE MIXER MENTS AT BERKELEY

This chapter describes a series of mixer measurements with the Ta and
Nb junctions which were carried out in collaboration with W.R. McGrath
and P.L. Richards at the University of California at Berkeley. The unique
apparatus used for these experiments was specifically designed and built by
the Berkeley group for making accurate gain and noise measurements near
the quantum limit, and represents 2 significant evnerimental achievement in
itself. This apparatus is capable of making noise temperature measurements
with an accuracy of better than + 1K. This is a factor of six improvement
over previous measurements [McGrath et al,, 1981]. Gain can also be
measured accurately, to + 5%. One of the primary purposes of these
measurements is to make quantitative comparisons with the noise predictions
of the quantum mixer theory when the noise approaches the quantum limit.
This required the combination of two important experimental achievements;
1) a small-area high-current density tunnel junction with a low subgap
current ("leakage") and a "sharp" current rise at the sum gap, as described
in chapter V and, 2) a well characterized and accurate noise measurement
system such as the one described in this chapter.

The measurements in this chapter show the dependence of mixer gain
and noise on the I-V "sharpness”, subgap ("leakage") current, and rf
coupling of the junction. We find that the mixer noise is reasonably well
predicted by the theory as discussed in chapter VII, but that the theoretical
predictions for the gain are only accurate for junctions with rounded I-V’s,
having low gain. We also find that the achievement of large or infinite
gain is strongly dependent on the rf coupling. In particular, the narrow-
band coupling of our mixer block only allows large gain (G >> 1) with a
low (< 50 MHz) IF frequency. The larger IF of 1.5 GHz produces G = 1

which is lower than expected but still much higher than most SIS mixers
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reported in the literature {Tucker and Feldman, 1985]. The large IF of 1.5
GHz is desirable for most applications and was well suited to the accurate

noise measurement techniques discussed in this chapter.

6.1 Measurement Apparatus and Techniques

The measurement system discussed in this section was designed and
built by W.R. McGrath and P.L. Richards and has been previously described
[McGrath et al., 1985, and McGrath, 1985). It is presented here for
completeness and ease of discussion in later sections. As shown in Fig. 6-
1, this apparatus employs variable temperature cryogenic loads T, and T, as
calibrated noise sources at the rf input and IF output of the mixer. The
basic technique of using hot/cold loads is not new [Blaney, 1980], but the
implementation at LHe temperatures to produce well calibrated noise powers
near the quantum limit is a new development. The various components of
the apparatus and the measurement technique will be discussed individually

below.

6.1.1 Variable-Temperature Waveguide Load

The noise source T, is of special design [McGrath, 1985) and consists
of a 0.25 mm thick silicon vane inserted through a narrow slot in the broad
wall of an OFHC copper waveguide as shown in Fig. 6-2. The vane is a
section of a standard 2 inch silicon wafer with an evaporated NiCr film to
provide a resistive absorbing film. The sheet resistance of the NiCr film is
200-400 a/o. The gradual taper of the wafer in the waveguide provides a
nearly perfect absorber and therefore a nearly perfect blackbody radiator.
Reflection measurements at 36 GHz give an attenuation of more than 30 dB
and an input VSWR of < 1.16. These measurements imply an emissivity very
close to unity (0.999). A thin (0.002 inch) mylar window across the output
of the waveguide in Fig. 62 allows the thermal radiation to be coupled out
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Fig. 6-1 Block diagram of the system for measuring noise temperature and
conversion gain of SIS mixers. Variable temperature loads are used to
produce calibrated signals for inputs to both the mixer and the IF system.
(From McGrath et al., 1985).
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while still maintaining a vacuum around the radiation source. A small
amount of activated charcoal (with a high surface area) placed in the
vacuum space helps to cryopump any He that leaks through the window.
Special care was also taken in the thermal design to insure a uniform
temperature of the vane and a reasonable (= 10 sec) time constant at LHe
temperatures. The vane temperature was measured with a calibrated four
wire germanium resistance thermometer! and was varied with 1kn metal film
resistor (heater). In order to accurately measure the silicon vane tempera-
ture, the electrical connections to the thermometer were made with low
thermal conductivity manganin wire to insure that the thermometer was
isolated from external sources of heat. The manganin wires were well heat

sunk to the bath temperature before being connected to the thermometer.

6.12 Variable-Temperature Coaxial Transmission Line Load

The calibrated noise source for the IF consists of a thick-film chip
resistorZ connected between the inner and outer conductor of a 0.085 inch
diameter rigid coaxial line as shown in Fig. 6-3. Both the inner and outer
conductors are made of stainless steel. The return loss from this load was
measured during each experimental run and was always greater than 18 dB
for measurements discussed in the next sections. This indicates that the
load is well matched to the line and is a good blackbody radiator. As with
the rf load, the thermal design of the IF load required special considera-
tions to insure accurate temperature and noise power measurements. The
low thermal conductance of the 3 cm long section of stainless steel coaxial
line allowed for good thermal isolation of the IF load from the bath and an
acceptably low loss of ~ 0.15 dB at 1.5 GHz. A careful calibration of the

1 Cryocal Inc,, St. Paul, MN 55114

2 State of the Art, Inc,, State College, PA
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noise power from this load arrangement showed that the noise power from
the chip resistor was given by the thermometer temperature to an accuracy
of 3% at 100 Hz.

6.1.3 Cooled IF Amplifier and Isolators

Another important component in Fig, 6-1 is the cooled GaAs FET
amplifier for the mixer IF output at 1.5 GHz. This state of the art
amplifier has an input noise temperature of ~ 14K at 1.5 GHz and was
designed and specially built for these types of low noise applications by S.
Weinreb [Weinreb, 1982]. Since the noise temperature of the IF amplifier
depends on the impedance that is presented at its input, two 20 dB cooled
isolators are also added between the mixer and the IF amplifier to insure
that the impedance seen by the IF amplifier input (and therefore its noise)
is independent of the mixer output impedance. The corrections for the loss
and noise of these components are presented in section 6.1.5. The availa-
bility of a well characterized low noise IF amplifier and reasonably compact
IF isolators (unlike the bulky isolators at low (< 1 GHz) frequency) are two
of the most important reasons for choosing an IF of 1.5 GHz for making

accurate noise measurements.

6.1.4 Mixer Block and RF Tuning

The mixer block used in these experiments has been previously
described [Richards, et al., 1979; Shen, et al,, 1980]. This block uses a
screw tuner and a sliding backshort to obtain rf matching and is shown in
Fig. 7-5b. Recent scale model measurements [Raisanen et el,, 1985] show
that this arrangement can provide a wide range of desirable impedances for
rf matching to SIS mixers. (These rf impedances {=[admittance]!} enter as
admittances, Y,, into the mixer model discussed in section 232.) These rf

impedances have a strong frequency dependence, however, which means that
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a constant rf impedance can only be provided over a narrow instantaneous
bandwidth. With large IF frequencies (f > 100 MHz), the narrow bandwidth
results in unequal impedances in the image and signal frequency bands. (If
the signal frequency is given by wg = w5 + vy then the image frequency

is given by v, = wyo - wpp O vice versa.) This produces single

sideband (SSB) mixer operation. The importance of this effect is demon-
strated in this chapter with large IF (1.5 GHz) and low IF (25 MHz)
measurements. These measurements and the theoretical modeling in chapter
VII show that large gain is more readily obtained with broad-band rf
coupling where the image and signal see the same impedance. This
evidence provides additional motivation for the development of broad-band
matching techniques [Raisanen et al., 1985].

6.1.5 Accurate Gain and Noise Measurement

As also used by McGrath, (1985), the word mixer refers to the mixer
block which contains the junction (pumped by a local oscillator), screw-
tuner, backshort, rf choke, and the IF matching transformer. T, supplies a
calibrated input signal power of P, to the mixer, and T, is heated to
produce a power P, equal to the mixer IF output. Under these conditions,
the relationship between P, and P, is ideally

P, = P,/G, - P, 6-1

where G is the coupled mixer gain and Py, is the mixer noise power
referred to the input of the mixer (see chapter II). The powers P, and P,
are calculated from the physical temperatures T, and T, of the hot/cold

loads discussed above using the Planck radiation formula,
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fiw B
Pymo————— 6-2
exp(fiw/kTy) - 1

where B is the limiting bandwidth of the IF system. In our experiments,
G and Py/B are determined by plotting P,/B versus P,/B for several pairs
of data points which means that the bandwidth need not actually be
measured. Coupled gain G is converted to available gain G, by measuring
the power reflection coefficient |p,|? at the output of the mixer as
indicated in Fig. 6-1 and discussed in chapter IT (G, = G,(1 - [4,]?).
Equations 6-1 and 6-2 provide a satisfactory definition of the noise
power of the mixer, as defined above, only if a2 number of detailed condi-
tions are met. The reflections and losses in all of the components were
evaluated with great care and several corrections to Egs. 6-1 and 6-2 were
found to be necessary. These are for the loss L between the load T, and
the mixer, for reflections at the output-of the mixer and the load T,, for
the thermal noise from the local oscillator waveguide loss, and the isolator

termination. Including these corrections McGrath et al., (1985), obtain:

2
P, ==—_.P , 6-3
1 G, M
where
G
G .-;, 6-4
R 7S R PR
2
and
2 2
Upyl™ - [pg|%) B, + &P
2 1 b IF
Py = L | Byt 4P, - . 6-5
GC

Each experimental mixer run measures Ge, |p,|?, le,|% and Py. The
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other factors in Eqs. 6-3 to 6-5 are constant and discussed below.

For our Ka-band system the loss between noise source T, and the
mixer is L = 0.16 + 0.05 dB. Matching transformers are used which insure
that the amplitude reflection coefficient at the output of the mixer is |p,]
< 0.5. The analogous coefficient for the IF load is |p,] < 0.13. Both [p,]?
and |p,|? are determined for each mixer measurement by using the direc-
tional coupler in Fig. 6-1 to inject a test signal and measure the ratio of
reflected to incident power (]|o|2 = P(reflected)/P(incident)). The thermal
noise from the LO waveguide attenuated by the 30 dB cross-guide coupler
and the noise contribution from the loss L combine to give aP,. Expressed
as a temperature, this term is AT, = 0.19 + 0.04 K. The noise power P,
from the cooled terminations of the IF isolators is computed from the LHe
bath temperature of ~ 1.5K. The change in IF system noise AP, when the
switch goes from the noise source T, to the mixer output is computed using
the above values of |p,| and |p,| and 40 dB of isolation. When expressed
as a temperature we find |aTye| < 0.05 K [Weinreb, 1982]. Since the
phases of o, and p, are unknown, the sign of ATy, cannot be determined.
The magnitude of this term is included in the error. The only additional
noise source which might contribute is the noise from the local oscillator
which is discussed in the next section. All other losses and reflections
are expected to be negligible.

The receiver noise temperature referred to the low temperature rf
input is easily determined by measuring the total IF output noise power
versus the input noise power from the rf load and extrapolating to zero IF
output noise power. Ty represents the physical temperature of T, required
to double the IF output noise of the system. Unlike Ty, the receiver noise
includes all of the system losses, impedance mismatches, and IF system
noise temperature Ty ~14-18K. An example of this technique is shown in
Fig. 6-6 for a niobium junction at two different bath temperatures.
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6.1.6 Local Oscillator Noise

The signal to noise ratio for Kklystrons is typically 170 dB in a 1Hz
bandwidth at 1.5 GHz from the operating frequency [Ediss et al., 1982]
which gives a very small (insignificant) added noise at the junction of less
than 0.007K for an LO power of 10 nW. This is a typical LO power level
for a well matched junction. For poorly matched junctions, however, much
larger LO powers approaching 1 to 10 sW are required. These large LO
powers can cause the LO noise to become significant (T = .7K to 7K).
This possible source of noise has only recently been appreciated for our
measurements. For this reason, no prior attempt was made to directly
measure the LO noise in our experiments. In order to make an estimate of
the LO noise we note that a Pb-alloy junction array measured by McGrath
et al., 1985, in the same system with an LO power of ~ 500 sW gave a
mixer noise temperature of ~ 10K. If, in the worst case, all of the mixer
noise could be attributed to LO noise, this would imply a maximum LO
noise for the Ta experiments of T;4 ~ 0.05SK where the maximum LO power
used was =~ 2.3 yW. It should be possible to eliminate this concern in
future experiments with the appropriate band pass filters on the LO [Ediss
et al,, 1982].

6.1.7 Optimization of Mixer Performance

Before performing accurate measurements with the techniques discussed
above, a monochromatic signal from a Gunn oscillator is used to optimize
the mixer for the largest coupled gain on a particular photon step. This
procedure requires a systematic variation of the LO power, backshort
position, and screwtuner position to find the optimum conditions. A careful
and systematic optimization generally requires about two hours if nothing is
known about the junction or matching beforehand. This lengthy procedure
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is required to insure that the best overall performance is found and that it
is unique. This optimization was followed for all of the experiments
discussed below and always gave a unique optimum for each photon step.
Once the general range of tuning and LO power are known, however, the
mixer output can be easily optimized in less than 15 minutes.

The monochromatic signal is also used to measure the mixer gain to an
accuracy of #1 dB. This measurement of gain is always compared with the
gain determined by the hot/cold loads to make sure that they agree within
+1 dB. By adjusting the frequency of the monochromatic signal to be equal
to the image frequency, the gain in the unoptimized sideband is also
measured. The ratio of the gain at the signal frequency to the gain at the
image frequency is referred to as the sideband ratio. For all of the
experiments at 1.5 GHz IF discussed below, the sideband ratio was > 18 dB.

6.1.8 Low IF Apparatus

This section describes the modification of the 1.5 GHz apparatus
discussed above in order make low IF measurements. This modification was
made in order to look for large gain with low IF’s as discussed in section
6.6. The low noise GaAs amplifier and subsequent amplification stages were
replaced with a series of high quality room temperature amplifiers. The
first and most important of these was a MITEQ3 model# AU-3A-0150 with a
calibrated gain of 46 dB from 1 to 500 MHz and a noise figure of ~ 1.5 dB
(Tjp = 125K). This was followed by two HP 8447 amplifiers with a gain of
20 dB for each. Each stage was isolated from the next with 3 dB atten-
uators to insure against reflections and standing wave effects. The input
to the first stage (MITEQ) also had a 3 dB attenuator although it could

usually be eliminated without any adverse effect in order to decrease the

3 MITEQ Inc., 100 Ricefield Lane, Hauppauge, NY 11787
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required input signal level. The entire amplification chain was calibrated to
an accuracy of + 0.2 dB using precision attenuators over the frequency
range 25-300 MHz. Accurate gain calibration is required because the hot
cold loads cannot be used at this IF frequency. This is because the IF
amplifier is not as quiet as before (T = 125K vs. Tz = 14K for the
cooled GaAs amplifier) and we do not have cooled isolators that will fit
into our cryostat at these lower frequencies of 25-300 MHz. These
considerations also preclude accurate noise measurements with the low IF

amplifiers.

62 Niobium at 42K and 13K

These experiments present an illuminating situation where the same
junction can be made to perform in the strong or weak quantum regime by
simply changing the LHe bath temperature. The main advantage of using
the same physical junction to show strong and weak quantum effects is that
the rf embedding impedances, which depend on the electrode geometry and
the junction capacitance, remain unchanged. Since mixer performance is
strongly dependent on the embedding impedances, keeping these constant
allows one to separate out the effects of changing I-V quality. At 4.2K,
the Nb I-V is quite rounded on the voltage scale of #w/e and shows only
weak quantum effects. When the temperature is lowered, the I-V becomes
considerably sharper and shows strong quantum mixing effects.

After optimization of the mixer with a monochromatic signal at 33
GHz and an LO frequency of 34.5 GHz, the mixer gain and noise were
measured with the hot/cold loads. The largest gain at both 1.3K and 4.2K
was found on the fourth step below the gap and is listed in Table 6-1.

The pumped I-V curves are shown in Figs. 6-4a and 6-5a along with a
theoretical fit discussed in chapter VIL. The variation of IF output power
(coupled gain) with dc bias is shown in Figs. 6-4b and 6-5b for best
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Fig. 6-4a (A) Experimental dc I-V for the Nb junction at 42K. (B)
Experimental pumped I-V to produce the best gain on the fourth photon
step. (C) Calculated voltage driven pumped IV with V,, adjusted to
match the experimental pumped current on the fourth photon step (Vo =
0.575 mV) as discussed in chapter VIL Zeros are offset for clarity.
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Fig. 6-4b  Experimental plot of IF output vs. dc bias for Nb at 42K. The
peak height on the fourth step (V = 2.37 mV) represents a coupled gain of
0.26 and an available gain of 0.27.
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Fig. 6-5a (A) DC I-V at 13K for the Nb junction. (B) Experimental
pumped I-V for best gain on the fourth step. (C) Calculated voltage driven
pumped I-V with V4 adjusted to match the experimental pumped current
on the fourth step (V;o, = .675 mV). Zeros are offset for clarity.
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Fig. 6-Sb  Experimental plot of IF output vs. dc bias for Nb at 1.3K. The
peak height on the fourth step (V = 2.49 mV) represents a coupled gain of
0.55 and an available gain of 0.56.
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performance on the fourth photon step. By comparing these results at 42K
with those at 1.3K, it is clear that the sharper I-V curve in Fig. 6-5a at
13K displays more well defined photon steps, a stronger modulation of the
IF output, larger gain, and lower noise. All of these effects are expected
when the I-V becomes sharp on the voltage scale #w/e. Detailed modeling
of these effects with the quantum mixer theory is discussed in chapter VII
and shows that the reduced noise at 1.3K is consistent with the theory.
The theory, however, also predicts very large or infinite available gain
which was not observed in these experiments at 1.3K. The possible causes
of this discrepancy are discussed in chapter VIL

As discussed in 6.1.5, we have also determined the receiver noise
temperature for the niobium junction at 42K and 1.3K. The plot in Fig. 6-
6 illustrates the procedure graphically with the actual RF and IF powers
used to determine T. Clearly, the sharper and lower leakage I-V at 1.3K
makes a significant improvement in the receiver noise temperature from 96K
to 42K.

6.3 Tantalum at 1.3K - Gain and Noise vs. Photon Step

In order to investigate the variation of mixer performance with photon
step, we have accurately measured the gain and noise of a 44 @ Ta junction
at a series of bias voltages. These results are also summarized in table 6-
1. The pumped I-V curves for each of the bias voltages are shown in Fig.
6-7 and show well defined photon steps. The variation of IF output power
(coupled gain) with dc bias is also shown in Fig. 6-8 and demonstrates the
strong gain modulation on the voltage scale #w/e. Both of these figures
are compared with the predictions of the quantum mixer theory in chapter
VII. The pumped I-V’s are quantitatively well modeled by the theory while
only the relative variation of coupled gain with dc bias can be accurately

predicted. As with the Nb junctions, the best gain and lowest noise are
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Fig. 6-6  Plot of IF output power vs. input power from the hot/cold load
T1 in units of photons per unit bandwidth for the Nb junction at 1.3K and
42K, The slope of the line is proportional to the overall receiver gain and
the zero IF power intercept is the receiver noise power. Converting these
powers to temperatures gives Ty = 96K and Ty = 42K for the Nb junction
at 42K and 1.3K respectively.
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found on the fourth photon step below the gap. The gain is also strongly
modulated as a function of bias voltage whereas the noise is nearly
constant. The values of receiver noise for each photon step are also listed
in Table 6-1. The lowest receiver noise of 24 + 1K is the lowest value
reported to date for a heterodyne receiver in this frequency range. These
values of receiver noise and mixer noise are competitive with the best
results for masers in this frequency range {Moore and Neff, 1982; Moore
and Clauss, 1979].

The experimental results discussed thus far, using a 1.5 GHz IF, do
not show the large gain that can be achieved with such high quality tunnel
junctions [McGrath et al., 1981]. By adjusting the backshort and screw
tuner, values of the RF embedding impedance could be found that produced
regions of negative resistance on as many as 5 photon steps as is shown in
Fig. 6-9. The simple mixer model in chapter II and previous experiments
[McGrath et al.,, 1981; Kerr et al, 1981] suggest that negative resistance
implies infinite available mixer gain for a low enough IF that the embedding
impedance is the same at the signal, LO, and image frequencies. Since the
RF bandwidth of our mixer block is narrow compared with the 1.5 GHz IF,
however, the signal frequency is badly mismatched when the coupling is
adjusted for negative resistance steps. Low values of gain, G,<<0.1, are
observed under these conditions. These results suggest that large or
infinite gain may be available for a low enough IF such that signal and
image impedance are nearly equal. Experiments to show this effect have

been performed and are described in section 6.6.

6.4 Tantalum at 1.3K and 2.08K - Noise vs. Subgap Current

In order to investigate the dependence of mixer gain and noise on
subgap current, we have measured the Ta junction discussed above at two
different bath temperatures (13K and 2.08K). As expected from theory (see
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Fig. 6-7 Pumped and dc I-V curves for the 44 @ tantalum juﬁction with
zeros offset for clarity. The bias voltages where the mixer data in Table
6-1 were taken are indicated. (Figure courtesy of W.R. McGrath.)
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Fig. 6-8 IF output power vs. dc bias for the pumped I-V curves in Fig. 6-
7 with the bias voltages for the data in Table 6-1 indicated. Zeros are
offset for clarity. (Figure courtesy of W.R. McGrath.)
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Fig. 6-9 (a) DC I-V curve for 44 2 Ta junction at 13K. (b) Typical
pumped I-V for mixer gain of =1 on the fourth photon step. (c) Same
junction with rf tuning adjusted to produce negative quasiparticle resistance
on five photon steps simultaneously. Zeros are offset for clarity.
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chapter ) and shown in Fig. 6-10, the subgap current is strongly depen-
dent on temperature while the width of the current rise at the sum gap is
relatively insensitive to temperature in this range. This allows the effect

of subgap current to be studied independently from the effect of I-V
sharpness. As shown by the results in Table 6-1, the mixer noise in this
junction increases by about 0.4 + 04K from 5.2 + 04K to 5.6 = 0.4K, while
the gain stays constant at 1.1 + 0.1. These results for increased noise are

consistent with the theoretical modeling discussed in chapter VIL

6.5 Lowest Leakage Tantalum - Quantum Noise Limit

An early experiment with a 101 @ Ta junction with very low sub-gap
leakage current (< 0.5%) but a slightly rounded I-V at the sum-gap produced
the lowest value of Ty (= 3.8 + 1K) that we have measured. The slightly
rounded I-V is due to the use of a pure lead counter-electrode which shows
some width to the current rise at the sum-gap due to energy gap anisotropy
effects. Anisotropy effects are discussed in detail in chapters II and V.
The use of a PbBi alloy counter-electrode in all of the other junctions
eliminates this effect. The gain and noise were only measured on the first
step for this junction. The lower value of gain for this junction (G = 0.38)
is probably due to the width of the current rise at the sum-gap. Unfortun-
ately, this junction was blown out by an electrical transient (opps!) before

additional measurements on different photon steps could be performed.

6.6 Tantalum at 13K with Low IF - Effects of the rf Bandwidth

As mentioned in section 6.3, it is possible to find values of the rf
embedding impedance that produce negative or very large dynamic resistance
on up to five photon steps. As discussed in chapter two and by McGrath
et al, (1981), this large dynamic resistance on the pumped I-V indicates

that large gain is available for a low enough IF that the signal and image
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Fig. 6-10 DC I-V curves for 44 o Ta junction at two different bath
temperatures 1.32K and 2.08K illustrating the increase in sub-gap current at
higher temperature with relatively little change in the sharpness of the
current rise at the sum-gap.
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TABLE 6-1 Summary of mixer results with an IF of 1.5 GHz. G, is the
available gain and G, is the coupled gain. ¢ is the mixer noise power in
units of photons per unit bandwidth #sB. Measured noise temperatures are
accurate to +0.6K or better unless otherwise noted and approach the
quantum limit of 2.5K. The gain measurements are accurate to +10%.
Measurements with IF=1.5 GHz have sideband ratios >18 dB. The lowest
noise junction had a broad current rise at the sum gap due to the use of a
Pb (not PbBi) counter-electrode and therefore had a lower gain.

Junction Photon ¢ Ty(SSB) G, Gc Receiver
Rp(@  Step (wB) (K) (SSB) (SSB)  Noise T(K)

72 (Nb) 4 28 55:08 056 055 4211
4 49 9.0:168 027 026 962
101 (Ta) 1 18 381 034 033
4 (Ta) 4 27 52 11 079 29+1
4 29 56 11 079 301
4 24 47 0.83 074 2%4:1
34 41 76 0.064
2 30 57 0.58 041  38+15
1 31 60 0.40 039 522

a.) Measured at a bath temperature of 4.2K
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frequency have nearly the same embedding impedance. With this in mind,
we have performed a series of experiments with IF’s of 25, 100, and 300
MHz to look for large available gain. The LO frequency has been held
fixed at 36 GHz for all of these experiments. Two junctions have been
used; one junction is the same one discussed in section 6.3, but with an
increased resistance (73 @ vs 44 0) due to exposure to air for ~ 6 hours
while the other is a new junction with a resistance of =23 g. Large gain
and negative resistance were easily observed with both of these junctions
using a 25 MHz IF. The results for each junction will be discussed
separately below.

In order to investigate the effect of different IF’s, the 73 g junction
was optimized for the largest coupled gain in the upper sideband with an IF
of 25 MHz and then the IF was varied by changing the signal frequency
without readjusting the tuning. The output power of the signal source was

of course kept constant (0.2 dB) as the frequency was varied. The largest
coupled gain occurred when the dynamic resistance (R, = dV/dlI) on the
first photon step approached =500 0. Larger and negative values of R,
produced smaller but finite coupled gains. The fact that the coupled gain
remained finite as R, and the impedance mismatch became infinite indicates
that infinite gain was available for a matched IF load. This observation is
consistent with previous experiments [McGrath et al, 1981; Kerr et al,,
1981]. {Recent experiments [Raisanen et el., 1986] using an IF matching
transformer demonstrate that large coupled gains can be achieved for a
large Rp, and a well matched IF output.} The variation of the coupled gain
with IF is shown in Fig. 6-11 and illustrates the narrow-band coupling of
our mixer block. The bandwidth (for 3 dB gain compression) under these
tuning conditions is af « 100 MHz. It is interesting to note that the best
gain is found on the first photon step with the low IF of 25 MHz, while

the fourth step showed the largest gain with a 1.5 GHz IF. As discussed in
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Fig. 6-11  Variation of the coupled gain with IF for the 66 a Ta junction
in Table 6-2 optimized for best coupled gain in the upper sideband with an
IF of 25 MHz on the first photon step. The best coupled gain of =2 dB
corresponds to an available gain of 6.7 dB.
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chapter VII, this observation can be explained by the different image
impedances for the 25 MHz and 1.5 GHz experiments.

In order to further investigate the dependence of gain on IF, we have
also studied a ~ 23 a Ta junction with an even wider range of IF’s and
tuning conditions. The aim of this study is to find the maximum coupled
gain for a series of IF's (25 MHz, 100 MHz, and 300 MHz). The previous
the IF to vary without readjusting the tuning, This experiment optimizes
The results of this optimization and IF variation are listed in Table 6-2.
Clearly, the best gain is found with a 25 MHz IF on the first photon step.
The pumped I-V’s and variation of the IF output with dc bias are illust-
rated for each of the optimized IF’s in Figs. 6-12a-e. As the IF is
increased, the maximum achievable gain is reduced and moves to photon
steps further from the gap. The three dB bandwidth also increases from
=100 MHz with a 25 MHz IF to =200 MHz with a 300 MHz IF.

These experiments illustrate the importance of a broad instantaneous
rf bandwidth (i.e. double-sideband mixer operation) in obtaining large mixer
gains. A broad instantaneous rf bandwidth is also technically useful for
real receivers. We anticipate that broad-band rf matching with an IF of
1.5 GHz would have given large gain G>1 and low noise for the experiments
discussed in sections 6.2-6.4. These ideas have recently been confirmed in
experiments by Raisanen et al., (1986), [see also Richards, 1987] where large
gain was observed with a 1.5 GHz IF and broad-band coupling at 90 GHz.

6.7 Conclusions
The experiments discussed in this chapter represent the most accurate
and extensive series of measurements to date of noise and gain in SIS

mixers showing strong quantum effects. These measurements show that
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Fig. 6-12 Pumped I-V’s and coupled gains for the 23 @ Ta junction listed

in Table 6-2. (a) Optimized for best coupled gain G, on the first photon
step (n=1) with a 25 MHz IF (USB). (b) Optimized for the best G, on n=2
with 100 MHz IF (USB}. (c) Optimized for the best G on n=2 with 100
MHz IF (LSB). (d) Optimized for the best G, on n=4 with 300 MHz IF
(USB). (e) Optimized for the best G, on n=4 with 300 MHz IF (LSB).
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TABLE 62 Summary of mixer results with a low IF of 25 to 300 MHz.
The photon step (n) is the one where the best coupled gain was found for
the particular IF and sideband being optimized. G is the coupled gain into
our 50 g IF system and G, is the available gain into a matched load
assuming 2 mixer IF output resistance of Rp,

Junction Photon f; Dynamic G, Gc Sideband Sideband
Ry (@  Step (MHz) Rp(@) (SSB) (SSB) Ratio (dB)

66 1 25 500 4.7 1.6 0.8 USB
23 1 25 107 13 12 0.1 USB
2 100 37 0.5 0.49 30 LSB
3 100 50 0.64 0.64 6.6 USB
4 300 20 0.63 0.51 112 LSB

4 300 24 0.60 0.52 116 USB
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noise powers approaching the quantum limit and large gain can be obtained
for tunnel junctions with sharp low leakage I-V characteristics. The
receiver noise temperature of 24 + 1K is the lowest reported to date for a
heterodyne receiver. The lowest mixer noise temperature of 3.8 + 1K is
within a factor of two of the quantum limit of 2.5K at 36 GHz. These
results are already competitive with low noise masers and unlike masers
should be easily extendable to higher frequency. The variation of mixer
gain and noise with I-V sharpness and subgap leakage has also been
accurately quantified. The modeling of mixer noise and gain in the next
chapter would not have been possible without these kinds of accurate
measurements with low leakage junctions. The observation of larger gain
for low IF frequencies in our parrow band mixer block illustrates the need
for broad-band rf coupling in future experiments with a 1.5 GHz IF.



Vi1, Theoretical Modelin;

This chapter discusses several studies to compare our experimental
results in chapter VI with the predictions of the three port quantum mixer
theory described in chapter II. The model calculations are divided into five

major sections;

1) Modeling of the pumped dc I-V curves - photon assisted tunneling
2) Niobium junction at 4.2K - weak quantum mixing effects

3) Niobium junction at 1.3K - strong quantum mixing effects

4) Ta at 13K - gain and noise vs. photon step (m)

5) Ta at 2.08K - gain and noise vs. subgap current.

All of the noise calculations include the zero point fluctuation noise (Py =
1/2 #wB) of the image and signal impedances as discussed in section 2.3.7.
Since all of the model calculations are performed for single sideband mixers
(with poor image frequency coupling), the image termination noise is
insignificant. For our low noise mixers, this means that the input noise
power of the mixer contains two contributions; 1/2 #wB from the signal
impedance and a minimum of 1/2 #wB from the mixer shot noise. The sum
of these two contributions corresponds to a minimum input noise tempera-
ture of Ty = #w/kln2 = 2.5K.

It is found that the theory overestimates the experimentally measured
gain by ~ 2 dB and underestimates the noise power by factor of ~ 2 for
junctions displaying weak quantum mixing effects such as the niobium
junction at 4.2K. Importantly, it is also demonstrated that a shorted image
port leads to larger mixer gain on the fourth photon step than on the first
step. This result agrees with the experimental data and is in contrast with

the usual case (DSB mixers) where the largest gain occurs on the first step.

168
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Junctions which are strongly in the quantum limit, such as the sharp Ta
and Nb junctions at 1.3 K, however, have gains that are considerably less
than the theoretical predictions. The failure of the three port theory is
especially severe on the first photon step below the energy gap where large
regions of infinite available gain are predicted to occur. A detailed
discussion of the gain predictions on different photon steps is presented
and compared with experimental results of chapter VI for Ta. The theory
underestimates the measured noise power by a factor of 1.5 to 2 for high
gain and low gain mixers. The theory, however, correctly predicts the
increased noise due to increased ("leakage") current flowing below the sum
gap. The consistent presence of an extra 1-3 K of noise in the experi-
mental data, however, indicates the possibility of additional noise sources
which have not been included in the present analysis. Table 7-1 at the end
of the chapter provides a summary comparison of the experimental and
theoretical results. The large disagreement in gain and the excess noise
may indicate the need to include higher harmonics in our model (ie., a five
port calculation), but this has not been confirmed.

Before discussing the modeling results, it is useful to have an overview
of the entire modeling procedure with the various inputs and outputs. This
overview is provided by a flow diagram in Fig. 7-1. These calculations do
not make the low IF approximation as is done in most other work, but
include the IF on an equal footing with signal, image and LO frequency.
The theory for these calculations is presented in chapter II. The accuracy
of the computer calculations is discussed in Appendix C.

7.1 Modeling the Pumped DC 1.V
As pointed out in chapter II, the general solution for currents flowing
in the tunnel junction at the LO frequency and all of its harmonics is an

extremely complex non-linear problem requiring knowledge of the embedding
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Flow Diagram for Mixer Calculations

INPUT
DC |-V Curve
Pumped DC -V Curve
Bias Voltage
Frequencies
Temperature

Determine V4 from the | Determine Y 4

Pumped DC |-V Curve to fit the entire
Pumped |-V

Use V4, Bics Voltage and
the DC |-V to Calculate the
Y and H Matrices

Embedding
Impedances at the

Signal and Image

Calculate the Available

Mixer Gain and Noise

IF Load Impedance

Calculate the Coupled
Gain and the IF Mismatch

Fig. 7-1 Flow diagram for mixer calculations showing the various input and
output information.
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impedances at all of the harmonic frequencies. For the purpose of this
analysis, we assume that all of the LO harmonics are shorted (by the
junction capacitance) and solve for the DC and LO frequency currents. It
will be shown by the end of this section that a reasonable fit to the
experimental pumped I-V is obtained under these conditions.

The problem of modeling the pumped DC I-V curve is now reduced to

finding the magnitude of the LO current source, I, and the complex
embedding admittance, Y, o, which are shown in the equivalent circuit of
Fig. 7-2. Once I, and Y;, are determined, as discussed below in sections

7.11-3, V, is determined by the solution to Eq. 7-1
LIRUPERNUR SIS SAA

which expresses current conservation in the circuit of Fig. 7-2. The

voltage across the junction is given by,
V(t) = V4 + V cosut
The current flowing in the junction at the LO frequency is given by,
Iw(Vo,Vw) = A cos wt + B sin wt

with the coefficients A and B given by,

A= Z In(e) [Tne1e) + Jn.1() 1140 (V, + nhw/e)

N=-o

@®

B = X Jp(@) [Jp41(a) + Jn-1(a) | Igg (V, + nfiw/e)

N=-@

7-1

7-2

7-3

7-5
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¥

Fig. 7.2 Equivalent circuit for the SIS junction at the LC frequency.

+ 1/50
| =,
_j1/50

Fig. 7.3 Range of admittances Y, that reproduce the experimental
pumped I-V curves, Region "A" reproduces the pumped I-V for the 1.5 GHz
experiments while region "B" reproduces the pumped I-V for the low IF 25
MHz experiment.
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where ¢ = eV, /v, Jp is the nth order Bessel function of the first kind,
and I is the Kramers Kronig transform of the unpumped DC I-V discuss-
ed in chapter II. After solving Eq. 7-1 for V,, the pumped DC current at
V, is given by,

«©

Io(V,V,) = Z 32(eV,/h0) Tgo(Vy + mhw/e) 7-6

n=- -©

By solving Eq. 7-1 for V,, at a series of bias voltages, V,, and using V,, in
Eq. 7-6 the pumped DC I-V curve can be plotted. From the experiment, we
know the available LO power (which is proportional to I;,?), the physical
position of the screw tuner and the backshort (which determine Y, ), and
the pumped and unpumped DC I-V curve. Three different techniques have
been used to determine Y, and I}, for the actual experimental conditions

and are discussed below.

7.1.1 The "Eyeball" Technique

As the name implies, this technique uses a simple "eyeball" comparison
of the experimental pumped I-V to a series of theoretical pumped I-Vs in
order to determine the best values for Y, and I;,. The "eyeball"
technique is the most successful of the three techniques discussed in this
section and was originally developed by Phillips and Dolan, (1982). In this
technique, Y, is treated as a free parameter and I o is set by the
computer program in order to force the pumped dc current to match the

experimental value at one dc bias voltage (usually the center of the first
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photon step below the current rise). By searching the Smith! chart for
admittances that give the best fit to the pumped I-V, Y;, can be deter-
mined. Fortunately, it is possible to find an acceptable range of admit-
tances fairly quickly since a large portion of the Smith chart gives
obviously poor fits. Fig. 7-3 shows the range of admittances that gives a
"good" fit to the experimental pumped I-V for the Ta junction that gave
the best gain in chapter VI. These admittances are normalized to a
conductance of 1/50 mho and are plotted on a simplified Smith chart that
contains only the constant conductance circles for 0 and 1/50 mho and the
constant reactance contours for 0 and + j1/50 mho (the center of the chart
represents a real conductance of 1/50 mho). Two calculated pumped I-V’s
and the original experimental pumped I-V are shown in Fig. 7-4 to demon-
strate the quality of the fit. The original experimental data is also shown
in Fig. 6-7 in the upper curve. All of the other pumped I-Vs for experi-
ments with a 1.5 GHz IF are well fit by admittances in this range as will
be shown in the following sections. The pumped I-Vs for the low IF
experiments with flat steps and negative resistance have also been model-
ed. A search for admittances to fit the pumped I-V for our best coupled
gain with a 25 MHz IF gave admittances in the range labeled "B" in

Fig. 7-3.

712 Low Frequency Scale Model

Because it is virtually impossible to make direct impedance measure-
ments in our mixer block at 36 GHz, an 8.2 times enlarged scale model was
constructed by Aatti Raisanen and Rob McGrath to allow direct measure-
ments at ~ 4 GHz with a standard network analyzer (HP Model 8746B S

.ISmith charts commonly used for representing complex impedances (or
admittances) and are well discussed in many standard texts on microwave
engineering.
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CURRENT (1A)
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Fig. 74 a.) Experimental pumped I-V for the best gain at 1.5 GHz IF on
the fourth photon step with the Ta junction from chapter VI (see the upper
curve in Fig, 6-7). b.) Voltage driven pumped IV (Zy4 = 0) ¢.) Z;5 = 0.01
+ j10 a.
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parameter test set) with a frequency range of 0.5 to 124 GHz. The details
of the model and the measurement technique have been described by
Raisanen et al,, (1985). Basically, everything in the actual mixer block
shown in Fig. 7-5b was scaled up by a factor of 82. The silicon substrate
(dielectric constant ¢, = 11.7) with superconducting electrodes was modeled
by an Epsilam-lO2 (ep = 10.2) substrate with copper electrodes defined by
etching. A rigid copper coaxial cable of 0.86 mm diameter was soldered flat
onto one copper electrode and extended into the center of the waveguide
where the center conductor could make contact to the other copper
electrode as shown in Fig. 7-5a. The impedance seen by the end of the
coaxial cable looking out into the scaled mixer block should be the same as
the experimental SIS junction sees when the screw tuner and backshort are
properly adjusted to match their measured positions in the actual mixer
block. This impedance, of course, will not include the junction capacitance
which must always be added in parallel with the scale model impedance.
The circuit diagram for this situation is shown in Fig. 7-6 where Y is the
admittance determined from the scale model and C; is the junction capaci-
tance to be added in parallel.

The results of these measurements for several of the experiments
described in chapter VI are shown in Fig. 7-7a. The results are measured
using a 50 a reference impedance and are plotted on simplified Smith charts
which contain only the constant resistance circles for 0 and SO @ and the
constant reactance contours for 0 and + jSO o (the center of the chart
represents a real impedance of 50 ). The regions labeled "B" in this figure
corresponds to the range of impedances that the junction could have seen

at the LO frequency. The size of the region represents the sum of our

2 Epsilam-10, Electronic Products Division/3M, 2254S-02 3M Center,
St. Paul, MN 55144, US.A.
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Fig. 75 a.) Scale model substrate with copper electrodes and miniature
coaxial cable (not drawn to scale). b) The actual mixer block with screw-
tuner, backshort and junction in place (from Raisanen et. al. (1985)).
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Fig. 7-6  Equivalent circuit for the scale model admittances with the
junction capacitance added in parallel.
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Fig. 7-7a Scé.le model impedances seen by the Ta and Nb junctions at the

(A) signal (B) LO (C) and image frequencies.

+j 1/50
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-j.1/5
Fig. 7-7b  (B) Scale model ;dﬁmégo "B" from 7-7a (note the simple 180
degree rotation). (D) Scale model admittance "B" with the the junction
capacitance of 300 fF added in parallel (See equivalent circuit in Fig. 7-6).
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uncertainties in the actual screwtuner and backshort positions and the
junction position in the block which we could measure with an accuracy of
+ 02 mm. In order to compare these impedance measurements with the
admittances calculated in section 7.1.1, the impedances must be converted to
admittances and the junction capacitance must be added in parallel. Fig,
7-7b shows an admittance plot of the data in Fig. 7-7a normalized to 1/50
mho (notice that this is just a 180 degree rotation of Fig. 7-7a). Region
"D" shows the admittance obtained by adding the junction capacitance (~
300 fF) in parallel with the scale model admittance. This is the admittance
(Y, o) seen by the junction in Fig 72,

Using the scale model admittances at the LO, an assumed range of
junction capacitance from 300 to 600 fF in parallel with the junction, and
the measured LO power, a number of pumped I-V curves were calculated.
Unfortunately, none of these admittances in parallel with the assumed range
of junction capacitance gave a pumped I-V that was even close to the
measured pumped I-V curve. The range of admittances that does reproduce
the pumped I-V (see section 7.1.1 and Fig. 7-3) is far removed from the "D"
region of Fig. 7-7b. An excess capacitance of at least 2pF would be
required to bring the region "D" close to the values calculated in section
7.1.1. At the present time, no source of error in our measurement tech-
nique appears to be large enough to account for the discrepancy and we
must conclude that the scale model is not giving reliable values for Z, .
This unfortunate situation means that the scale model impedances from the
regions "A" and "C" (for the signal and image impedances) can not trusted
to accurately model the mixer performance. As will be shown in section
72, the regions "A" and "C" do, in fact, predict mixer performance that is

not observed in our experiments.
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7.1.3 The Intersecting Circle Method

As originally discussed by Shen (1981), this technique uses the measured
value of P, and the pumped current at a bias voltage V,, to determine a
circle of allowed values for Y;,. The calculation of the circle coordinates
begins with the relationship of P, to I;4 and Y,

- 2 -
B -1 51%/86 7-7
- 2 2
((VLOGLO + A)¢ + (VIDBLO + B) )/BGw
where Gy and By are the real and imaginary parts of Y;, and A and B
are given in Egs. 7-4 and 7-5. Equation 7-7 can be rearranged to give the
equation of a circle:
(6 - X2+ (B - yo)? = £ 7-8
with radius
1/2
4y a2 a2 /
i B 7-9
Vit v \/
and centered at
Xo = z‘x’m/vm2 - AN 7-10
Yo= -B/V 7-11
where A and B are defined in Eqs. 74 and 7-5. Each different bias point

generates a different required V,, and therefore a different admittance

circle. If harmonics are not important, then all of the circles should



181

intersect at a single point. It turns out, however, that the circles are very
sensitive to small errors in the measurement of the pumped DC current and
P, especially when large values of Py, are used (ie. when there is a

large mismatch at the LO frequency). This means that when the junction is
driven by a source that approximates an ideal current or voltage source it
will be very difficult to use this technique to obtain Y, This sensitivity
makes it difficult to uniquely determine Y;, for our experimental condi-
tions with a 1.5 GHz IF. One possible solution to this problem is to
require that the pumped I-V also have the correct slope at each bias point
where the pumped DC current is being matched. Based on the fact that a
large number of the circle defined admittances produce pumped I-Vs with
the wrong slope at the chosen bias voltage, it seems likely that requiring
the slopes to match would narrow the choice of allowed admittances to fit
the pumped I-Vs. This improvement has not been pursued since the

"eyeball" technique in section 7.1.1 already gave a good estimate of Y,

7.2 Modeling of Niobium Results at 1.3K and 42K

These experiments present an illuminating situation where the same
junction performs in either the strong or weak quantum regime by simply
changing the LHe bath temperature. The main advantage of using the same
physical junction to show strong and weak quantum effects is that the RF
embedding impedances, which depend on the junction geometry and capaci-
tance, remain unchanged. Since mixer performance is strongly dependent on
the embedding impedances, keeping these constant allows one to separate
out the effects of changing I-V quality. At 4.2K, the Nb I-V is quite
rounded on the voltage scale of #w/e and shows only weak quantum
effects. When the temperature is lowered, the I-V becomes considerably
sharper and shows strong quantum mixing effects as discussed in chapter
V1. The broadened I-V at 4.2K (compared to 1.3K) is due to the short
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quasiparticle lifetime in the PbBi counter-electrode at this temperature (see
chapters II and V).

7.2.1 Modeling of Niobium Results at 42K

Fig. 6-4a shows the pumped and unpumped I-V for the Nb/PbBi
junction at 42K discussed in chapter VI . The theoretical pumped I-V in
Fig. 6-4a was obtained by assuming an ideal voltage source at the LO
frequency and adjusting its amplitude, V,, until the pumped current
calculated with Eq. 7-6 on the fourth step matched the experimental value.
This technique gave a reasonable fit to the pumped I-V. Once V,, is
determined by this technique, the Y and H matrices can be calculated with
the quantum mixer theory and the mixer performance predicted for any
combination of impedances at the IF, signal, and image frequencies. The
range of signal and image impedances obtained from the scale model for
this experiment is shown in Fig. 7-7. When these impedances are used with
the calculated Y and H matrices, low gain (< -10 dB) and large noise (T, >
10K) are predicted. If contours of constant gain are plotted versus the real
and imaginary part of the signal impedance, it is very obvious that the
scale model impedances are a long way from any local optimum for mixer
performance. The theory predicts that the best performance will occur for
signal impedances in the upper half plane where the junction capacitance is
almost completely tuned out. This is clearly not where the scale model
impedances are found (see region "A" in Fig. 7-7a). Even after accounting
for our worst possible measurement errors of junction, backshort and
screwtuner position, the scale model always predicts impedances in the
lower half plane. Unfortunately, this evidence along with that discussed in
section 7.1.2 forces us again to seriously doubt the accuracy of the scale
model measurements at this time.

To make progress we must assume a reasonable range of impedances
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for the signal and image frequencies. If one allows complete freedom for
all of these variables (4 in all) the problem becomes hopelessly complex.
Fortunately, the only range of signal impedances that gives reasonable
agreement with the experiment is in the region that resonates out the
junction capacitance. We have assumed that the capacitance of the Nb and
Ta junctions is given by the literature value [Broom et al., 1980] for Nb
junctions of 140 fF/pmz, which gives ~ 300 fF for our 2 um? junctions
(1/jwCy = <j15 g for 300 fF at 36 GHz). Different values for C; merely
shift the best performance to a slightly different Z,. Fig. 7-8a shows a
plot of constant available gain contours on the fourth photon step for a
range of signal impedances Zg with a shorted image frequency. Fig. 7-8b
shows a plot of constant noise temperature for the same conditions as in
Fig. 7-8b. Different image impedances (other than a short circuit) have
also been studied and found to produce similar gain and noise contours.
For all image impedances, the best gain and lowest noise occur for approx-
imately the same values of Z;. This Zg, =~ 3 + j15 0, in parallel with the
assumed C; produces a nearly real impedance of approximately 75 @ across
the junction. The mixer non-linearity parameter n (see Eq. 2-66) was also
evaluated for this junction and found to be less than one on the fourth
step. This implies that mixer gain will always be less than 0 dB on the
fourth step. This is also the case for classical mixers (see chapter II).
The maximum gain from the contour plot (~ -3.8 dB) is clearly larger than
the experimental value of G, = 027 + 0.03 (= -5.7 + 0.4 dB). The predicted
minimum noise temperature of 5.3 K is also clearly less than the measured
value of Ty, = 9.0+1.6K.

For these results with a rounded Nb I-V curve, the difference between
coupled and available gain turns out to be relatively small for typical IF
impedances of 50 to 100 0 (ie. the impedance mismatch at the IF port is

small). To illustrate this fact, the coupled gain is plotted in Fig. 79 for a
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Fig. 7-8 a) Contour plot of available gain vs. Zg for Nb at 42K on the
fourth step using Vi ~ = .575 mV with a shorted image impedance (Z; = 0.01
+ j0.01 ) b) Noise contour plot for the same parameters. The experimental
gain was -5.7 dB and the experimental noise temperature was 9.0 + 1.6K.
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Fig. 7-9  Contour plot of coupled gain vs. Zs for Nb at 4.2K on the
fourth photon step with a 100 o IF and a shorted image port. Comparing
this plot with Fig. 7-8a reveals a very small IF mismatch which is
consistent with the experimental observation.
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100 o IF load impedance and a shorted image. This plot is nearly equiva-
lent to the available gain plot in Fig. 7-8a for the same conditions. IF
impedances of 50 @ and 100 + j100 @ produce very similar contours.
learly, th ) vailable gain h _maximized for th
we_optimize the mix n_th ) i w in the r
experiment, we will n maximum in available gain, Thi
ff hown in secti 22 1.3.

The dependence of the coupled gain and mixer noise temperature on DC
bias voltage V and LO drive voltage V|, has also been examined. These
calculations, with a fixed value of Zg, Z;, and Z;, are shown in Fig. 7-10.
These calculations closely match the experimental situation when trying to
optimize the mixer by adjusting V¢ and V), for best coupled gain. In the
experiment, the best Zg and Z; are found first and then V,, and V,, are
adjusted for best coupled gain. This process is repeated several times in
order to obtain the best coupled gain. This iterative process is necessary
because the parameters Zg, Z;, and V,, are very strongly coupled functions
of the screw tuner and backshort position in our mixer block. The fixed
value of Zg used in Fig. 7-10 was chosen to produce the best coupled and
available gain on the fourth photon step as shown in Figs. 7-8 and 7-9.
These calculations demonstrate that the gain does indeed maximize near the
center of each photon step as one moves away from the gap. The calcula-
tions also show that the maximum gain for each photon step requires a
particular range of values in V;,. This V, increases as one moves away
from the sum gap voltage. These trends are all quantitatively consistent
with our experimental observations. For example, the Nb experiment at
4.2K requires a Vi, of 0.58 mV to match the pumped I-V curve as shown

in Fig. 6-4a. This same V,, also predicts the center of a large gain
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Fig. 7-10a  Contour plot (2 dB contour interval) of coupled gain vs. DC

bias and V, . for Nb junction at 42K with a shorted image, a signal

impedance IE)PZS = 3 + j 15 a (for best gain on the fourth step), and an IF

impedance of 100 a.

VLO (mV)

X7 2,38 2.40 2.5 2.68 . .90 2.5 EN- ) .18 3.29
Ve (mv)
Fig. 7-10b Noise temperature contours for the same conditions (1K
contour interval). The gap voltage and the center of each photon step
below the gap (2.85 mV) are labeled at the top of each plot.
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Fig. 7-11  Calculated variation of the coupled gain with DC bias for the
Nb junction at 42K with a shorted image and an IF impedance of A.) Z; =
500 B) 100 2 C.) 100 + j 100 o (Zeros offset for clarity). Compare
these curves with the experimental data in Fig. 6-4b.
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region on the fourth photon step in Fig. 7-10 which indicates that we have
found the best combination of V4, Vg, and Z

The shorted image calculations discussed above also show that the
largest mixer gain is obtained on the fourth photon step. This aspect of
the calculations also agrees with the experiment. A calculation of the
coupled gain vs V, plotted in Fig. 7-11 agrees well with the experimental
plot in Fig. 6-4b. We note that image terminations other than Z; = 0 do
not agree as well with the experimental results. An open circuit image
(with C; in parallel), for example, predicts a large coupled gain (into 50 )
of 8 dB on the first photon step and a much smaller coupled gain of -2 dB
on the fourth step. Based on all of the modeling performed, it appears
that a shorted image three port model qualitatively predicts the experi-
mental data for the Nb junction at 4.2K quite well. Exact comparisons,
however, reveal a clear overestimation of the gain and underestimation of

the noise.

722 Modeling of Nb Results at 1.3 K

When the Nb junction is cooled from 4.2 K to 1.3 K, the I-V becomes
considerably sharper and has a much lower subgap current as shown in Fig.
6-5a and discussed in chapter 6. The improved I-V and lower physical
temperature cause the mixer gain to improve by a factor of two from .27 to
36 and the noise temperature to drop by a factor of almost two from 9.0 K
to 5.5 K This junction now shows much stronger quantum effects as
indicated by the sharper steps on the pumped I-V in Fig. 6-5a and the
stronger modulation of coupled gain with DC bias voltage in Fig. 6-5b.
Clearly, this junction should be a stronger test of the predictions of the
quantum mixer theory.

The predicted pumped IV (voltage driven) is shown in Fig. 6-5a just

above the experimental curve. The required Vi of 675 mV can now be
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used to generate the Y and H matrices and to predict mixer gain and noise
for various Zg, Z;, and Z. The available gain for Z; = (0,0) and a range
of Zg is shown in Fig. 7-12a. The mixer noise for the same range of
parameters is shown in Fig. 7-12b. The most notable difference from the
previous plots in Figs. 7-7 and 7-8 is the appearance of a region of infinite
available gain for small values of the real part of Z;. The imaginary part
of Zg still approximately tunes out the junction capacitance for best

(ie. infinite) available gain. A careful examination of similar contour plots
with different image impedances reveals that an open circuited image
produces the largest region of infinite gain. A similar conclusion has been
reached by D’Addario, (1985). The effect of the image impedance on mixer
gain is discussed further in Appendix B. The noise contour plot predicts a
mixer noise of ~ 4K which is reasonably close to the experimentally
measured value of 5.5 + 0.8K reported in chapter VI, but still outside of the
error limits,

The fact that we did not observe infinite G, or even G, > 1 in this
experiment is somewhat surprising based on the reasonably good agreement
between experiment and theory obtained for the same junction at 4.2 K.
The results of the modeling at 4.2K indicate that we should easily produce
the right range of Zg to see large gain. Since the experimental values of
the screwtuner and backshort position are virtually identical for the
experiments at 1.3K and 4.2K, it appears very unlikely that there is an
impedance matching problem with Z;. One possibility is that by optimizing
the mixer for best coupled gain we have missed regions of large available
gain. This is not usually a problem when the mixer sees the same impe-
dance at the LO, signal and image frequencies because flat steps or
negative resistance appear on the pumped I-V to indicate large available
gain. When the LO impedance is significantly different from the signal

impedance, as it is in our case, the correlation of flat or negative resis-
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Fig. 7-12a  Contour plot of available gain G, vs. Z for Nb at 1.3K on

the fourth step using Vi, = .675 mV with a shorted image impedance (Z; =
0.01 + j0.01 g); the infinite gain regions are clearly visible. The
experimental gain was G, = 2.5 dB.
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Fig. 7-12b Noise temperature contour plot for the conditions in 7-12a.
The experimentally measured noise was Ty, = 5.5 £ 0.8K.
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Fig. 7-13  Contour plot of the coupled gain vs. Zg for Nb at 1.3K on the
fourth photon step with an IF impedance of Zp = 50 .
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Fig. 7-14 Calculated coupled gain G vs. DC bias V,, for the Nb junction
at 1.3K with a shorted image and an IF impedance of Z = 50 o (Zeros
offset for clarity). Compare with the experimental curve in Fig. 6-5b.
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tances steps with large available gain no longer exists. In fact, as pointed
out in chapter VI, the tuning conditions that produce flat steps on the
pumped I-V produce very poor mixer performance. In order to check for
the possibility that by maximizing the coupled gain we may not locate
regions of large available gain, we have calculated the coupled gain with a
50 g IF load impedance for a shorted image and plotted it in Fig, 7-13.
The shorted image was chosen because it gave the best fit to the 42 K
data as discussed in 7.2.1. Recall that for the rounded I-V at 42 K the
best coupled gain was very close to the best available gain. By comparing
Fig. 7-13 and Fig. 7-12a, it is clear that the best available gain does not
occur for the best coupled gain on the fourth photon step due to an

im mismatch at the IF B n_Fig, 7-13, i that we

Id have mi 1 vailable gain. We should, however, have measured
a large reflection coefficient at the IF port which we did not observe.
Unfortunately, we have not been able to directly measure the actual IF load
impedance in our system, but we know from the experiments at 4.2 K and
others with Pb-alloy junctions [McGrath, 1985] that the impedance mismatch
is small when the mixer is optimized. This indicates that the IF impedance
should not be too different from 50 to 100 ohms or else a large IF
mismatch would have been observed in the previous experiments using more
rounded I-Vs. This analysis shows that large and infinite avaiiabie gain
should exist for mixing on the fourth photon step but that an IF impedance
mismatch may make it difficult to find the large available gain in our
experiment.

We have also calculated the dependence of coupled gain on DC bias
when the junction is optimized for best performance on the fourth photon
step. This plot is shown in Fig. 7-14 for a shorted image and several IF
impedances. The similar experimental result for comparison is shown in

Fig. 6-5b. The theory in this case accurately predicts the relative variation
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of coupled gain. The absolute magnitude, however, is off by a factor of 2
or 3 dB. Other image impedances give a much poorer fit to the experiment.
The theoretical discrepancies for mixing on the fourth step become
even worse for mixing on the first photon step. In this case, the theory
predicts that the entire range of impedances used for Zs ( Re(Zg) = 0-20 a
and Im(Zg) = 0-30 0) produces infinite available gain if the image is open
circuited or terminated in the scale model value of Z; ~ 5 - j100 . The
only image impedance that gives a reasonable range of finite gain is a short
circuit. The available gain for mixing on the first step with a shorted
image is virtually identical to that obtained for Ta on the first step and
illustrated in Fig. 7-18. As the image impedance is gradually increased
from zero, the size of the infinite gain region increases until it totally fills
the range of Zg space shown. As discussed in Appendix C, choosing Z;=0 is
expected to produce the smallest region of Zg space with infinite available
gain. Even under these worst case conditions, the theory still predicts a
significant region of accessible signal impedances that should produce large
or infinite available gain. This performance was not observed for the Nb
junction at 1.3 K on the first step. In order to check that we are not
being misled by optimizing for large coupled gain, we have also calculated
the coupled gain for the case of a shorted image and a 100 o IF load.
These calculations clearly show that we should have been able to achieve
large coupled gain (G > 0 dB) and infinite available gain by optimizing the
coupled gain. Even if we did not find the infinite gain region, we should

have at least found G, > 0 dB and a large reflection coefficient at the IF

port. This was not observed. Based on this disagreement for the gain on
first photon step, we must conclude that the three port quantum mixer
theory does not accurately predict the gain of strong quantum mixers near
the gap voltage. The noise predictions are also measurably less than the
experiment by at least 1K.
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73 Gain and Noise vs Photon Step for Ta at 1.3 K

As mentioned in chapter VI, the experimental study of gain and noise
in these Ta and Nb junctions represents the most accurate study to date
for mixers strongly in the quantum regime. This study of gain and noise
versus photon step is a strong test of the adequacy of the three port
quantum mixer theory and again demonstrates the need for improvements
especially near the sum gap.

Because it appears, from the previous sections, that the assumption of a
shorted image produces the best fit to our experiments we will concentrate
on the shorted image calculations for these Ta experiments although
extensive calculations have also been performed with other image impe-
dances. The theoretical voltage driven pumped I-Vs for each bias voltage
are shown in Fig, 7-15 and are in reasonable agreement with the actual
experimental curves shown in Fig. 6-7. The required values of V,, to
produce each curve are given in the figure caption and used for calculating
the Y and H matrices to predict mixer gain and noise for each bias
voltage. The available mixer gain and noise for a shorted image frequency
at each experimentally measured bias voltage are shown in Figs. 7-16 to 7-
18 for the same range of Zg as the Nb junction discussed above. The
predicted values of mixer noise temperature are significantly below the
experimental values by a factor of 1.5 to 2.

The model calculations for coupled and available gain also disagree
strongly with the experiment in that they predict large regions of infinite
available gain for values of the signal impedance that should be easily
produced by our mixer block. Notice that the size of the infinite gain
region increases for photon steps that are closer to the sum gap. This is
contrary to our experiment which shows decreasing available gain for
photon steps closer to the sum gap. As discussed in Appendix C, these
shorted image calculations should produce the smallest regions of infinite
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Fig. 7-15 Calculated voltage driven pumped I-Vs for Ta junction with best
gain on the A.) fourth photon step (Vi = 0.7 mV) B.) 3rd to 4th photon
point (Vo = 045 mV) C.) second photon step (Vi = 0.38 mV) D) first
photon step (Vo = 02 mV). The curve labeled "E" is the unpumped DC
I-v.
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Fig. 7-16 Contour plot of the available gain and noise temperature vs. the
signal impedance Zg for the Ta junction on the fourth photon step with 2
shorted image port (Vo = 0.7 mV). The experimental gain was G, = 1.1
(0.4 dB) and the noise temperature was Ty, = 5.2+05K.
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available gain so that other image terminations will only make the theoret-
ical disagreement worse. Additional calculations of the coupled gain for
several IF impedances (not shown) indicate that it is virtually impossible to
miss the regions infinite available gain by optimizing the mixer based on

the coupled gain. This implies that we should have measured a large IF
mismatch and large available gain for each of our experimental bias voltages
which is clearly not the case. The source of this disagreement is currently
unknown although several possibilities are discussed in section 7.5.

Despite the disagreement in available gain, we have calculated the
variation of coupled gain with DC bias for a fixed signal impedance of 3 +
j 15 a and a 50 @ IF impedance. This calculated curve matches the relative
variation of the experimentally observed coupled gain with DC bias in

Fig. 6-8 reasonably well except for a multiplicative factor of about S.

7.4 Modeling Ta at 1.3 K and 2.08 K - Noise from Subgap Currents

As discussed in chapter 6, the Ta I-V curve at 1.3 K has a very low
subgap conductance which allows us to achieve low values of mixer noise
and receiver noise with these junctions. In order to compare the experi-
mental results for the variation of mixer noise due to increased subgap
conductance with the theory, we have modeled the mixer noise for the Ta
junction at two temperatures (1.3K and 2.08K). As is the case for the Nb
junction at 1.3 K and the additional Ta measurements discussed in section
7.3 above, the theoretical mixer gain is still much larger than the measured
value for these sharp junctions and the source of this disagreement is
currently unresolved. Setting these considerations aside, however, and
concentrating on the noise predictions, we have plotted the predicted noise
temperature for the actual experimental conditions of operation on the
fourth photon step. The theoretical and experimental pumped I-V is
virtually identical to that discussed in the previous section for the best
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gain on the fourth step and is shown in Fig. 7-15. The predicted variation
of the mixer noise temperature with Z; at the operating temperature of
2.08 K is shown in Fig. 7-19. The noise prediction for 1.3 K operation is
shown in Fig. 7-16. Clearly the absolute magnitude of the noise is lower
than the experiment by approximately 2 K, but the relative increase in
noise of 0.4K due to the different operating temperature and increased
subgap current agrees well with the experiment. The inclusion of higher
harmonics should increase the theoretical noise prediction somewhat due to
mixed down thermal noise but the magnitude of this effect is not known at
this time and would surely depend on the embedding impedances at the

harmonic frequencies.

7.5 Comparison with Other Work

A number of authors have compared experiment and theory for SIS
mixers and these efforts have recently been reviewed by Tucker and
Feldman, (1985). Feldman et al. (1983), for instance found excellent
agreement between their experimentally measured gain and the gain
predicted by the three port theory. These authors used embedding impe-
dances from a scale model and found that the gain varied as predicted for
changes in the backshort position. The junctions modeled in this work,
however, were slightly rounded on the voltage scale of #w/e and did not
produce large gain (G; = -10 dB). An extensive series of measurements
was compared with the gain predictions of the three port theory by
Feldman and Rudner, (i983). These authors found reasonable agreement for
low gain mixers with an wR\C; product of less than ~ 4 (see also section
23.7 in chapter II for additional discussion). These authors also observed
depressed mixer performance on the first photon step and attributed the
effect to the influence of harmonic frequencies. Shen and Richards, (1981),

also found depressed performance on the first step which was attributed to
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TABLE 7.1 Summary of the theoretical predictions for mixer performance
compared to the appropriate experiment discussed in chapter VI. The
theoretical input noise power 4, is shown in units of #wB. These noise
powers can be converted to noise temperatures as discussed in Ch. II with
the Planck radiation law. The theoretical gains are close to the experi-
mental values only for low gain mixers.

Junction  Photon G,(SSB) 8(hB)

Ry(@ step Exp. Theory Exp. Theory

72 (Nb) 4 0.56 ® 2.8 19 -25
4 0272 04 49 27-3.1

44 (Ta) 4 11 ® 27 14 -19
4 110 o 29 17-22
34 0.064 0.080 4.1 16-22
2 0.58 ® 3.0 15-19
1 0.39 ® 3.1 15-19

a) measured at a bath temperature of 4.2K.
b) measured at a bath temperature of 2.08K.
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harmonic effects. These authors also performed a five port calculation to
qualitatively confirm this effect. Recent work by D’Addario has modeled
the performance of moderate gain mixers (G, = 0 dB) with some success
and also shown the importance of the image impedance. All of the
comparisons discussed above are concerned only with the gain predictions of
the quantum theory. Our work is new in that it also compares with the
noise predictions of the theory.

7.6 Summary and Conclusions

The work discussed in this chapter has modeled a number of different
aspects of the mixer experiments discussed in chapter VI. A summary
comparison of the results of these calculations with the experiments is
provided in Table 7-1. The main conclusion is that the three port quantum
mixer theory underestimates the noise power of our mixers by a factor of
15 to 2.0. This is equivalent to an excess noise temperature of 1K to 3K.
This is true for sharp as well as rounded I-V curves. The gain predictions
of the three port theory are larger than the experiment by ~ 2 dB for
mixers that do not show strong quantum effects. The detailed nature of
the theoretical discrepancy and its dependance on photon step and embed-
ding impedance has also been illustrated. The cause of the theoretical
discrepancy for mixers showing strong quantum effects is thought to be

related to harmonic effects but this has not been confirmed.



VIII. SUMMARY AND CONCLUSIONS

The work described in this thesis has addressed a number of important
issues related to the fabrication and measurement of SIS quasiparticle
mixers. A new deposition technique, ion-beam deposition, was developed
and shown to produce high quality refractory superconducting films of Nb
and Ta. This technique works well with room temperature substrates and
photoresist processing. The use of a thin Nb underlayer was also found to
be important in controlling the crystal structure of Ta films. A new step
defined junction fabrication technique was developed and found to be very
useful in producing high quality Ta junctions for the SIS mixer experiments.
These Ta junctions have a very sharp current rise at the sum gap and very
low subgap leakage currents. The sharp I-V characteristics show strong
quantum mixing effects at 36 GHz. In particular, an input noise power
within a factor of two of the quantum limit and large mixer gain (G, and
G, > 1) were measured. The large gain and low noise of these mixers has
allowed us to achieve a receiver noise temperature as low as 24+1K which
is the lowest reported to date for a heterodyne receiver. Additional
experiments with a low IF of 25 MHz demonstrate the importance of equal
signal and image terminations for achieving large mixer gain. Comparison
of the mixer results with the three port quantum mixer theory shows that
the experimentally measured mixer noise power is consistently less than
that predicted by the theory by a factor of 1.5 to 2. The experimentally
measured gain is considerably less than the theoretical predictions for
mixers that show strong quantum effects. Although harmonic effects may
be important, the cause of this discrepancy has not been resolved.
Nonetheless, the junction and mixer results obtained in this thesis work
represent a significant advance in the fabrication, measurement, and

understanding of SIS mixers.
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APPENDIX A
r Defin nction Pr

I) Si Wafer Cleaning

a)

b)
c)
d)
e)
f)
g

h)

Ultrasonic (US) cleaning in Alconox solution and scrub with

Scotch Brite scouring pad for 3 min.

DI water rinse and US in DI for 60 sec.

US in acetone for 3 min followed by US in isopropanol for 3 min.
Blow dry with dry N,

Dip in 20% HF/H,O etch for 30 sec then DI water rinse 1 min
US in isopropanol for 1 min then blow dry with N,

Preclean the RIE system with O, for 10 min or until a green color
discharge has been maintained for at least 5 min.

Reactive Jon Etch for 5 min in pure O, - P = 3.5 mTorr, self bias
J, = -430 volts.

II) Chromium line mask patterning for RIE

a)
b)

Bake wafers on the hot plate at ~200°C for t > 10 min.

Remove and place on the spinner, wait ~20 sec, then flood coat
the wafer with AZ1350B resist and spin at 5000 RPM for 60 sec.
Bake on the hot plate at 85°C for 20 min.

Expose the wafer with the line mask pattern in the mask aligner
for ~ 80 sec.

Develop in AZ developer 1:1 diluted with DI water for ~60 sec.
DI rinse for 60 sec and blow dry with N,.

Load into the evaporator and evaporate ~500 A of Cr from a rod
source at 10-15 A/sec. P = 1 x 10% Torr during evaporation.

Lift off the Cr by US in acetone for ~ 60 sec followed by US in
isopropanol for ~60 sec. If several wafers are being processed be
sure to use fresh solvents each time. Blow dry with dry N,

205
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1) Reactive Ion Etching (RIE)

a)

b)

g
h)

Preclean the RIE system with O, for 10 min or until a green color
discharge has been maintained for at least 5 min.

Load the wafer into the RIE (do only one at a time to avoid
loading the etch gas with reaction products).

Clean the wafer by running an O, RIE for 90 sec at 3.5 mTorr
with the "J" head self bias at J; = -400 V.

Etch with 10% O, / 90 % CF;Br for 13 min (etch rate = 500
A/min) J, = 400 V.

Post clean in O, for 60 sec with J, = -400 V.

Etch off the Cr mask lines in Cr etch (Transene Cr mask etch).
This takes 10 to 15 min at 28°C.

Rinse off the Cr etch with solution of 20% nitric acid and water.
DI rinse for 60 sec and blow dry in N,.

IV) Two Layer Resist

a)
b)

)
d)

€)

b)

Bake the wafers at T = 200°C for at least 10 min on a hot plate.
Put the wafer on the spinner and flood with AZ1350J. Do not use
HMD! n_adhesion promoter it strongl th
sensitivity of the resist.

Spin at 5000 rpm for 60 sec.

Bake on the hot plate at 83°C for 20 min

Wait at least 10 min and then blanket expose the wafer for 5 min
in the mask aligner.

Evaporate 500 A of aluminum at ~ 20 4/sec with a pressure in the
system of ~ 10% Torr.

Flood and spin AZ1370 at 5000 rpm for 60 sec.

Wait at least 30 min and then bake at 83°C for 20 min. Some
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wrinkling of the Al isolation layer may occur but this does not

seriously affect the process.

V) Pattern exposure and development

a)

b)

d)

g

h)

Expose top level of resist with the lead mask for 80 sec in the
mask aligner by aligning to the steps in the Si substrate which
should be visible as distortions of the resist surface.

Develop in AZ 1:1 diluted developer for 30 sec.

Scribe into six-junction sections (216 mils wide).

Project the small junction section with the Zeiss microscope being
careful to align the narrow slot over the step for the junction.
See Fig. 4-3b. The lamp was a 50 watt Zeiss Hg vapor lamp. An
aperture setting of 1.0 and an exposure time of ~ 7.5 sec was used
on the Zeiss with a 40x lens (Epiplan 40/0.85 Pol).

Step and repeat and then develop in AZ 1:1 for 45 sec.

Rinse in DI water for 30 sec and go to g) without drying

Etch the aluminum isolation layer with commercial Al etch with
surfactant for 10 sec after the patterned area becomes dark. If
the Al etch does not have a surfactant, skip step f) and go
straight from the resist developer to the Al etch since the
developer does have a surfactant.

Rinse in DI water for 60 sec.

Develop the bottom layer for the desired undercut by testing a
sacrificial piece of the wafer first. A development time of 25 -
35 sec was usually required (and optimal) to clear the bottom
layer down to the substrate in the exposed areas. The substrate
is now ready for metal deposition and tunnel barrier formation as

discussed in chapter IV.



APPENDIX B
Effect of the Image Impedance

As pointed out in chapter II, the image impedance can have a signifi-
cant effect on the conversion efficiency of SIS mixers. The simplified
calculations presented in this appendix show how different image impedances
can affect the range of signal impedances that produce large or infinite
gain, It will be shown that a shorted image is the worst situation in that
it allows the smallest range of signal impedances to produce infinite gain.
An open circuited image is the best while an equal signal and image
termination (a double sideband mixer) produces intermediate results.

As discussed in chapter II, the output admittance of a Y-mixer is given
by

Yip = Cpo -~ Cop *

CpoCipay # ¥ - Yogohyg * Yol +¥9) - Yo%)

G + ¥+ YD - YN

Where Y and Y; are the signal and image admittances respectively. Since
it is known that the output admittance goes to zero when the mixer gain
goes to infinity, we can solve the equation YH__=0 to find the admittances
that define the boundary between infinite and finite gain. If the real part
of Y is less than zero, the gain will be infinite. If, on the other hand,
the real part of Yy, is positive the gain will be finite. For the purpose of
these simplified calculations we will assume that all of the reactive
components of the Y matrix and external impedances are zero since they
turn out to be unimportant in practice. In this case, the condition for

infinite available gain (derived from Re(Y,,) < 0) can be shown to be,
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. 2
(65 - Go)(Gy - Go) 5 (Gpy60/Gpg - G1.9)
where

6o = (Gp1619/Cpp - €17

This relationship is shown graphically in Fig. B-1 for a positive value of
G,. From this relation and the figure, it should be clear that a small value
for G;j (i.e. an open circuit image) allows the largest range of Gg to satisfy
the inequality. A large or infinite value for G; (i.e. a short circuited
image), on the other hand, allows the smallest range of values for Gy to
satisfy the inequality and produce infinite gain. The situation where G =
Gg clearly represents an intermediate case.
The region of the Gg Gj plane that produces infinite gain is clearly
dependent on the value of G, and we examine several cases below.
1) G, > 0 In this case, infinite gain will be possible for any image
conductance if a small enough Gg is used. Image conductances that‘ are
less than G, produce infinite gain for any signal conductance. _
2) Gy < 0 In this case, a shorted image will not allow infinite gain for
any value of the signal conductance. The largest value of G; that
allows infinite gain to be achieved (for very small Gy) is given by
setting Gg = 0 in Eq. B-2 and solving for G;. Eventually, when G,
becomes sufficiently negative, no values of G or Gj will exist that
produce infinite gain. Graphically, this corresponds to moving the
curve in Fig. B-1 closer and closer to the origin until eventually the
entire curve is on the negative side of the G4 and Gj axes. The
conditions under which infinite gain is no longer possible (i.e. the curve
has totally crossed both conductance axes) can be found from Eq. B-1
by setting G5 = Gj = 0. The result is the familiar inequality (see
chapter two)

B-2

B-3
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Finite Gain Region

G (image)

Go

G (signal)

Fig. B-1 Plot showing regions of infinite available gain for different
signal and image conductances. Note the large regions of infinite available
gain for small image conductances.

GRIN (dB)

(1]
«

Re(Z image)

9.2 ‘ 30.0
Re(Z signal)

Fig. B2 Plot of available gain vs. the real part of the signal and image

impedance for the Ta junction (44 @) optimized on the first photon step.

Note the large region of infinite G, for an open circuit image.
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26,,,G
, - 01°10 51 -

GooCyy1 + 61.1)

which must be satisfied to allow infinite gain somewhere in the positive
G G; plane. If B4 is not satisfied, then no values of G or Gj will
produce infinite gain. It has been shown by several authors [Tucker,
1979 and Torrey and Whitmer, 1948] that n is always less than one for
a classical resistive mixer. It is only the quantum theory that allows »
> 1 and infinite gain.

Fig. B-2 shows the calculation of available gain for the sharp Ta junction
of chapter 6 optimized on the first photon step. The axes are now
impedances so that the finite and infinite gain regions are interchanged
from figure B-1. This calculation includes the reactive terms in the Y
matrix and demonstrates that ignoring them in Fig B-1 does not change the
basic results of the analysis. Fig. B-2 clearly shows that a shorted image
allows the smallest range of signal impedances to produce infinite gain. An
open circuited image allows the widest choice of signal impedances. In
fact, any signal impedance will produce infinite gain under these conditions
if the image is open circuited. The fact that an open circuit image is
beneficial for SIS mixers has been noticed before by D’Addario [D’Addario,
1985] but this has not been previously demonstrated analytically. As also
pointed out by D’Addario, an open circuit image is difficult to achieve
experimentally due to the large SIS junction capacitance which must be
tuned out. The competing goal of broadband tuning also makes an open

circuit image impractical.



APPENDIX C
Accuracy of the Mixer Calculations

A number of steps have been taken to assure the accuracy of the
computer calculations presented in this thesis. This is necessary because
the calculations are quite involved with 2 number of series summations,
numerical integrations, and matrix inversions. As discussed in chapter II
and VII, the Y and H matrix elements require the summation of a large
number of Bessel function weighted currents from the I-V curve and the
Kramers Kronig transform. In order to verify the accuracy of the Y and H

matrix elements, the following tests have been made:

A) The Bessel function routine has been verified to 10 digit accuracy by
comparison with the values in Abromowitz and Stegun (1972) for large

and small orders as well as large and small arguments. The number of
terms in each Bessel function weighted summation is then determined so

that the summations are accurate to 8 digits.

B) A simple test has been run to calculate the Y and H matrices for an

ideal 50 o BCS I-V curve with a sum gap of 2.0 mV. The bias voltage
was Vo = 1.925 mV, the LO voltage amplitude was V,, = #w/e = .145
mV so that « = eVjo/aw = 1 with v, = 35 GHz and v = 250 kHz.
Under these conditions, the pumped dc current at the bias voltage was
6.84 uA and the complex Y matrix (normalized to 1/50 mhos) was,

( 4.5436, -1.0358)  ( 0.2633, -3.0195) (-0.5358, 0.1675)
Y= |(3.8765, 0.0000) ( 0.2467, 0.0000) ( 3.8765, 0.0000)

(-0.5358, -0.1675) ( 0.2633, 3.0195) ( 4.5436, 1.0357)
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and the real H matrix (normalized to 1/50 mhos) was,

1.3601 0.7352 0.3206
H=| 0.7352 0.6843 0.7352
0.3206 0.7352 1.3601

Clearly, these matrices satisfy the required symmetry properties that Yo

- Y* - - - 1 v
YO-l' Y00 GOO’ Y01 YO-l G01 (G is a purely real number), .10
%* * *
- - «Y H =wH_ =H_ _=H _,H_=H_._,
Y10' Y-11 Y1-1' Y-1-1 1" 10 01 -10 0-1" 11 -1-1
Hy=H,- The Bessel function weighted sums were taken out to 32

terms for these calculations. A separate program which was indepen-
dently developed by M.J. Wengler at Caltech produces the same Y and H
matrices within 1% accuracy. That program uses fewer terms in the

Bessel function sums and so is less accurate.

C) The non-linearity parameter n discussed in chapter II and appendix B has
been evaluated under a large number of V, and VLO conditions and is
always seen to approach a value of 2 for ideal BCS junctions and sharp
Ta junctions as required by the theory [Feldman, 1982]. The rounded I-
V junctions such as Pb-alloy at 1.3K and Nb at 4.2K give values of 5
which are always < 1. When n is < 1 the calculated gain is always < 0
dB as required by the theory.

D) The calculated SSB noise temperature also approaches the quantum limit
#w/kln2 = 2.5K under the optimum conditions with a BCS I-V. The Ta

junctions produce calculated noise temperatures as low as 2.7K.
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E) The calculated gain on the first photon step discussed in chapter VII
always minimizes for values of a = 2.4 (Vi4 = 034 mV). This agrees
with the theoretical prediction of Smith and Richards (1982) where o =
24 is the first root of the equation

da da

® 2 2
3J" (a) aJ ~(a)
Z 2 9~ .o c-1

n=l
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