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A bolometer is adevice that uses atemperature-dependent resistance to detect
power. The strongly temperature-dependent resistance of a superconductor biased on its
superconducting phase transition can be used to make an extremely sensitive bolometric
detector. We have developed two different types of superconducting bolometers for
applications in terahertz spectroscopy.

The first type of superconducting bolometer consists of athin film niobium
microbridge with a superconducting critical temperature of approximately 6 K. The
device is made much smaller than the detection wavelength (~0.1-1 mm) to increase the
sensitivity, and efficient coupling is achieved by integrating the microbridge in a planar
terahertz antenna. The response time is set by el ectron-phonon coupling in the niobium,
which can be faster than one nanosecond. This detector has been devel oped for
applications in time-resolved terahertz spectroscopy, in which one uses aterahertz signa
to probe the state of a dynamic system on nanosecond to microsecond timescal es.

The second type of superconducting bolometer consists of athin film titanium
nanobridge with a superconducting critical temperature of 0.3 K. This deviceis designed

to achieve extremely high sensitivity and is predicted to be capable of detecting



individual terahertz photons (energy ~1-10 meV). To test these devices, we have
developed anew experimental technique in which the energy of a single terahertz photon
issimulated by the absorbed energy of afast microwave pulse. We find that, consistent
with theoretical predictions, this device achieves sufficient energy resolution to detect
single terahertz photons.

Finally, we discuss how the experimenta techniques that we have developed to
characterize superconducting bolometric detectors can aso be used to study the physics
of adifferent system, the single-walled carbon nanotube. M easurements of the bolometric
response enable us to study the inelastic scattering processes in the nanotube. In
particular, we are able to determine the thermal conductance for cooling of the nanotube
electron system as a function of both the temperature of the electron system and the

nanotube length.
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Chapter 1

| ntroduction to Bolometers

1.1 Overview of thisdissertation

In the present chapter, we introduce the concetiteobolometer and provide a brief
historical context, with an emphasis on the sup@ataoting bolometer and its use as a
detector of infrared signals. We also develop aegartheoretical description of
bolometer performance in order to understand tlydigares of merit, including the
speed, sensitivity, and dynamic range. More spetifiatments of these figures of merit
will be discussed in the context of particular @egi in subsequent chapters.

In chapter 2, we describe microwave and teral{éiiz) frequency
characterizations of superconducting niobium bolkemse We have developed these
devices for applications in time-resolved THz spesitopy. These devices are intended
for so-called intermediate time resolution measu&s) covering nanosecond to
microsecond timescales, where an optical delaydeammes impractically long but a

conventional bolometer is too slow. We describedieelopment of a broadband THz



spectrometer and its use to characterize theseateat THz frequencies, and we discuss
optimization of the planar antenna geometry useddapling of the incident THz signal.
Finally, we describe an initial demonstration agttlevice in a time-resolved THz
spectroscopy experiment.

In chapter 3, we describe a new experimental igalerin which a fast
microwave pulse is used to simulate a single phofdngher frequency. We have used
this technique to characterize a bolometric caletenconsisting of a superconducting
titanium nanobridge with higher gap superconductiimdpium contacts. This device has
been developed with the goal of achieving energplved THz single-photon detection.
In this chapter, we consider in detail the thecetenergy resolution of a bolometric
calorimeter with electrothermal feedback.

Finally, in chapter 4, we discuss how the expentaltechniques developed to
characterize superconducting bolometric detectansatso be used to study the physics
of a different system, the single-walled carbonatabe. Measurements of the bolometric
response enable us to study the inelastic scaitprimcesses in the nanotube. In
particular, we are able to determine the thermatiactance for cooling of the nanotube
electron system as a function of both the tempegaitithe electron system and the
nanotube length. Using this thermal conductanceaneeable to clearly distinguish

between the bolometric (thermal) and non-thermgth iiequency response.

1.2 A brief history of the bolometer
A bolometer measures the power in an electromagsighal by using the signal

to heat an element with a temperature-dependestarse. The bolometer was invented



around 1880 by Samuel Pierpont Langley, a diststged American astronomer and
physicist, as well as an early pioneer of aviaticengley 1881, Loettgers 2003). The
term bolometer derives from the Grdalle, meaning ray. The first bolometer focused
light onto a thin strip of iron and used a Wheatstbridge to record changes in the
resistance of the iron strip. Combining the dewvitih a prism, Langley measured the
power spectrum from the sun as well as other sewtbght. It is fitting that Langley
was particularly interested in “invisible heat sjpa¢ or infrared radiation, as the

bolometer has been, and remains, a key tool foaned spectroscopy.

Figure 1.1. Sketch of the first bolometer by SL&nhgley, from (Langley 1881).

The first bolometers used metal films, but a égefr increased sensitivity led
scientists to cool bolometers to cryogenic tempeest where metals are no longer
useful bolometric elements. These cryogenicallyledaetectors used
semiconductors or superconductors. We will focus loa the superconducting
bolometer, as it is the primary subject of this kv@rhe first superconducting bolometer
was made at Johns Hopkins University in 1942. Alkdaed aluminum sheet was used as
an infrared absorber, and a tantalum wire heldsosuperconducting transition at 3.2 K

was used as a thermometer (Andrews 1942).



Figure 1.2. The first superconducting bolometemfr{Andrews 1942). The device used
blacked aluminum as an infrared absorber and asoipéucting tantalum wire as a
thermometer.

The modern superconducting bolometer arguably bedggthe work of Clarke
and colleagues at the University of California atlley on the composite aluminum
bolometer in 1977. This device consisted of a i8bthick, 4 x 4 mm sapphire substrate
on which was deposited a superconducting aluminbmm ¥hich served as the
bolometric thermometer, and a bismuth film, whiehlved as an efficient absorber of far-
infrared radiation. The device was thermally isetbtrom the environment by
suspending it with indium-coated nylon thread. Tdesice achieved an impressive noise
equivalent power (NEP, discussed in section 1df 2pproximately 10° W/(Hz)"? at an

operating temperature of 1.27 K. This means thatifvice could detect a femtowatt

signal with a signal-to-noise ratio of 1 in approgitely 1 second of averaging.

Sapphire

Substrate ——, \m Thermometer ~GE Cement
\ In Pgds i
81 Heater— N, \R i PRSI S
In Cooted ™ SN ‘
Nylen Threoa 3 Fb:Pods
Heoter
1
oFHe —f= 1
CuRing Bi Absorber

Figure 1.3. The composite aluminum supercondudioigmeter developed at Berkeley,
from (Clarke 1977).



Since the development of this device, which wagftlly assembled by hand,
advances in bolometer technology have been cléselywith the development of
microfabrication facilities in academic and industresearch labs. Microfabrication —
and, more recently, nanofabrication — allows thesaaevice volume to be significantly
reduced, which increases the sensitivity. Perhagisas importantly, at least from an
applications standpoint, it allows the simultanefalsication of large numbers of nearly
identical devices.

Rutledge and colleagues pioneered the developafiemtenna-coupled
bolometers for far-infrared detection. They usedrofabrication to make a bolometer
that was significantly smaller than a wavelengtid aimultaneously fabricated a planar
antenna geometry for efficient coupling of the dwmit signal (Hwang 1979). This
technique was key to achieving new levels of se#igiin far-infrared spectroscopy.
Rutledge also developed the technique of througistsate coupling for antenna-coupled
bolometers (Rutledge 1983), which exploits the that an antenna at an air-dielectric

interface couples preferentially through the higtietectric medium.

oo /Hf 11 \560mm

i3 i\
___/f'. jf L ‘\"—W

| S5
In¢rdéenl
radiation

Figure 1.4. The first microfabricated antenna-cedgdolometer, from (Hwang 1979).




Another important achievement was the appreciaifalectrothermal feedback —
the effect of the electrical readout on the heatinghich can significantly speed up the
response time and also improve the device sengifivivin 1995, Lee 1996).
Superconducting bolometers using a low-impedanddIBQeadout with strong negative
electrothermal feedback are now routinely usedémsitive detection from the infrared
to x-rays (Irwin 2005).

The 1990s also saw extensive exploration of netenads and device
geometries, combined with a more detailed undedstgrof device performance
(Karasik 1996, Floet 1999, Kollberg 2006). New getmes included devices that
exploited higher gap superconducting contacts tdice hot electrons in order to
maximize the sensitivity (Nahum 1993), as welllas wse of devices that used cooling
via the outdiffusion of hot electrons into the @mts to significantly speed up the
response time (Prober 1993).

Since their discovery in 1989, high-temperatungesconductors have received
considerable attention as bolometric materialsi{&ids 1989, Richards 1994). Higher
operating temperatures are convenient, but thdtiggdecrease in sensitivity has
prevented these materials from supplanting low &matpre superconductors as the
material of choice for sensitive superconductinptneters. This remains, however, an
area of active research.

The past decade has been marked by a shift taapgiccations, which in large
part means the development of multi-pixel arraysré has been extensive research on
multiplexed readouts for large-scale bolometenar(&€hervenak 1999, Irwin 2004,

Richards 2004, Mazin 2006), leading to the firsplementation of a multiplexed



superconducting bolometer array for astronomicakolation (Benford 2002). Another
application example is the recent development winfirared superconducting bolometer
arrays for passive sensing at ambient temperatwtesh can be used for concealed
weapon detection (Luukanen 2008). This applicaggoloits the ability of far-infrared

signals to pass through fabric.

1.3 Nomenclature

In the literature on superconducting bolometersraety of names are applied to these
devices. For the sake of clarity, we will briefgmew the commonly used terms. Any
device that fits the description given in the fsshtence of the previous section is a
bolometer. A composite bolometer uses separatetaysand bolometric elements. A
monolithic bolometer combines these two functiana single element.

The term hot-electron bolometer (HEB) refers tiesice in which the electron
system is heated relative to the lattice (phonem)perature. At room temperature, the
electron and phonon systems in a metal are stragigled. At cryogenic temperatures,
these systems are less strongly coupled, and antes possible to drive the electrons
significantly out of thermal equilibrium with thdnpnons (Wellstood 1994). For very thin
films on insulating substrates, the phonon systethe film and the phonon system in
the substrate are well coupled, and the relevamtrtal conductance describing the
cooling of the electron system in the film is thecé&ron-phonon thermal conductance.
This is the case for the superconducting bolonsgices discussed in this dissertation.

The bolometer can be operated as either a disgettbr or a heterodyne mixer. A

direct detector, sometimes called an incoheremoti@t, measures the total absorbed



power in the device input bandwidth. It can be corad with an external frequency
selective element such as a prism, a diffracti@tiigg, or a resonant circuit to achieve
spectral resolution. When very high spectral rasmius required, the bolometer can be
operated as a heterodyne mixer. This mode of aparakploits the thermal nonlinearity
of the bolometer to take inputs at two high frequies and produce an output at their
difference frequency. The inputs consist of a kn@wgmal, called the local oscillator or
LO, and an unknown signal of interest, called tfke Rwe couple to the bolometer the
high frequency signalgrrCcos(akrt) andV ocos( ot), with ake =~ @ o, the resulting
time-dependent resistanBét) is given by

R() D T(t)0 R (t) =[ Ve cOS{ ke § + Vo oo )] /R

@
=VgeVio cos(|a)RF ~ | t) IR+ higher frequency tern

From the trigonometric product identity, we sed tha resistance oscillates at the
intermediate frequency, or llegr = |akraw o|. It will also oscillate at higher
frequencies, provided that the thermal respongbeofievice is fast enough to follow
these higher frequencies. The IF signal is a frequelown-converted version of the RF
signal, with both amplitude and phase informatiogsprved. Spectral resolving can then
be accomplished with high resolution at the IF.

While a bolometer measures power, a detectomtieaisures energy is known as a
calorimeter. In practice, the same device can giform both functions. To avoid
having to change names depending on whether atetasting power or energy, the term
transition edge sensor (TES) is sometimes useddoritbe a detector that is based on the
heating of an element that is biased on its supeltacting transition. Detectors operated

in calorimetric mode will be discussed in detaithmpter 3.



1.4 Bolometer theory

Key figures of merit for a bolometric detector indé the responsivity, the speed, the
sensitivity, and the dynamic range. Using a uniféemperature approximation, we will
derive general expressions for these figures oftmiére focus of this section will be to
illustrate the relevant physical parameters in otdeinderstand the physics of
bolometric devices. More specific theoretical tneamts will be discussed in the context

of particular devices in subsequent chapters.

1.4.1 Responsivity and time constant

For small signal inputs, the bolometer is charamterby a temperature-dependent
resistancdk(T) = R + (dR/JT)T; a heat capacit¢ = dE/dT, E being the internal

energy; as well as a thermal conducta@ce dP/dT, with P the power flow from the
device to the environment. This is seen conceptualigure 1.5. In a hot electron
device,C andT refer to the electron system, aBds the thermal conductance for energy
to leave the electron system.

We assume that we couple some power to the bodspaeid this power heats up
the active element of our detector. For the sakgroplicity, we will consider here the
case of a uniform temperature. If we assume sneallithg such that we can linearize the
temperature-dependence of the thermal conductdmaethe heat loss of our device

following an excitation is described by the diffetial equation

dT
—==-GT 1.2
at (1.2)
with the solution
oT =T,e'™ (1.3)



whereT; is the temperature offset and the time constantetorrning to equilibrium is
Tp= C/G. This time constant is commonly referred to asii@nsic time constant, for

reasons that will be seen shortly.

Resistive
Thermometer Power
R(T)

Heat Capacity C
Temperature T

Thermal Link
Conductance G

7
Thermal Reservoir

Figure 1.5. Conceptual schematic of a bolometer.

A change in temperature will correspond to a ckeangesistanceéR(t) =
OT (t)[dR/dT]. We now consider applying a dc currémd the bolometer in order to
convert the change in resistance to a change tagml We define the responsivity of the
bolometer as the change in voltage divided by tiange in power coupled to the device,
in units of V/W. We assume that we couple to theéaesome input powePsigna = Po +
P.€“. The resulting device temperature will be To + T:€“. We must also account for

the Joule power from the bias curréPias = I°R(T) = P[R(To) + {dR/dT}T:¢*]. The
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output power oyt = G[T — Tpar] , WhereTpamn is the temperature of the environment. By
conservation of energy, we have

dT
I:)signal + I:)bias: Pout + CE (1-4)

Using the above relations, we can rewrite equdtlof) as
R+RE+ FIRD+S TE]= G- I)+ GTe+a GTe  (L9)

Equating the time-dependent terms, we have

BoGriac-129R
T, dT

(1.6)
The frequency-dependent responsiBig) is defined as the ratio of the output voltage

changeV; to the signal poweP;, whereV; = | [dR/dT] T;. Combining this with equation

(1.6), we can write

| dR
S(a) =—— dedR (1.7)
G+|a£_| di_l_

Note that if we take the bias current to zero, B@somes
L dR

_ GdT
S _o(®) _1Ta)ro (1.8)

with 7,= C/G. We can define an effective thermal conductage= G — F[dR/dT] and
an effective time constang; = C/Ge such that equation (1.7) has the same form as
equation (1.8),

1R

Gy dT

S(C()) = m. (19)
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We see that the effect of the bias current is tdifgdhe time constant and the
responsivity, an effect known as electrothermatibeek. For a device with a positive
dR/dT, as is the case for a superconducting bolométerffect of a current bias is to
decrease the effective thermal conductance ancehraease the effective time constant
and the responsivity. We note that this requireareent bias at all frequencies relevant
to the device response. For a negatiRédT, as is typical for a semiconducting
bolometer, a current bias has the opposite effdrt.same procedure can be employed to
solve for the responsivity in the case of a voltages. In this case, we fir@es= G +
12[dR/dT]. Hence the superconducting bolometer has a feegponse (shortars) for

the case of a voltage bias. If the device impedaostched to the impedance of the
readout circuit, we are exactly intermediate betwaeurrent bias and a voltage bias, and
there is no electrothermal feedback.

For bolometers operated as heterodyne mixersrrithe direct detectors, it is
customary to specify a conversion efficiency indtefia responsivity. The mixer
conversion efficiencyyq(a is defined as the ratio of the IF power to the®wer,

Nm(a) = Pie/Pre. We define the input as the sum of two sighals= V0 cos ot) and
Vre = Vre0 COS(ket). The corresponding power at frequengy =| akea o| at the
detector input i®r in = VLo 0Vrr,€O0S@rt)/R. The output voltage at frequenayt is
given byVie = S(@W)Pik.in, With S(w) the responsivity defined in equation (1.9). Thgpat

power atay is Pir = (1/2)|Vie]/R. The input power atke is Pre = (1/2)|Vre¥/R. Taking
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the ratio of the time-average valuesPyf to Pgr, we get

2 IZPLOO[CIR}2
S R ’
n. (o) :| (w)2|R L0,0 _ : dT _ (1.10)
2RGy |:1+{wreff} }

We note thatj(«) is a Lorentzian function that decreases to hslté@ro-frequency

value at an angular frequenay= 27f = 1/7 This frequency is commonly referred to as
the 3 dB bandwidth, dgqs, as 3 dB is approximately one half in linear unfise 3 dB
bandwidth is a measure of the frequency window rddhe LO frequency that the

device can detect with good efficiency.

1.4.2 Sensitivity

A standard for defining the sensitivity of a dirélettector is the noise equivalent power
(NEP), defined as the signal power required to ach#&sgnal-to-noise ratio of one per
unit output bandwidth, in units of W/(HA The measured NEP will have contributions
from source noise, from intrinsic device noise, &od the noise of the readout
electronics.

In a bolometric detector, the intrinsic device edms contributions from current
fluctuations NER) and from thermal fluctuation®NEP;,). The source noise is due to
photon shot noiseéNEP,noton). In @ well-designed experiment, the noise fromréadout
electronics is dominated by the input noise offifs stage amplifierNNEP.mp). These
noise sources are assumed to be uncorrelated and tiee noise amplitudes add in

guadrature. Thus the totdEPis given by

NEP=/NEP+ NEP*+ NER,. + NER?. (1.11)

oton
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1.4.2a Current fluctuation noise
The statistics of the current passing through alaotor are a source of noise. For a
voltage-biased tunnel junction with resistancetRjas shown by Rogovin and Scalapino
(1974) that the current noise spectral densityvsrgby

S =(2eV/ Rcoth(ey2 k T (1.12)
in units of A/Hz. For a detailed derivation of this result, teader is referred to Spietz
(2006). If we assume a current bias instead ofitage bias, we have instead the voltage
noise spectral densi§, = SR In the limiteV << kT, we obtain Johnson noise,
S =4k T/ F, a general result that applies to any conducttr réisistanc® at a
temperaturd. In the limiteV >> kgT, we obtain the shot noise result from Poisson
statistics,S = 2el. For a diffusive wire of length, it has been shown (Nagaev 1995,
Steinbach 1996) that fdfe< L < Lepn WherelLecis the electron-electron inelastic
scattering length anids.,nis the electron-phonon inelastic scattering lentjt shot noise
deviates from the Poisson result by a factO{/éM. ForL >> Le.pn the shot noise is

negligible as a result of electron-phonon inelastiattering. This latter situation is the

case for most of the devices measured in this work.

1.4.2b Thermal fluctuation noise

The temperature of a device fluctuates due toahdam exchange of energy between the
device and its environment. For a device in theraggaiilibrium with its environment, we
assume a Gaussian distribution for the fluctugpimbability, and the resulting
thermodynamic mean square temperature fluctuatianse shown to be (see e.g.

Landau and Lifshitz (1980), chapter 12)
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(aT%)= kT (1.13)

where <...> denotes a time average.

The mean square temperature fluctuations canl@tedeto the mean square
power fluctuations through the thermal conductare®?> = G?< %>, and hence
< P*> = kgT°G/1, with 7= 1 = C/G the intrinsic thermal time constant. The time
constant is related to the bandwidl 4/7,* and the mean square power fluctuations are
< P*> = 4kgT°GB. We can account for electrothermal feedback adidén section
1.4.1, by replacing with Ger = G * 19[dR/dT], where, as before, addition corresponds
to the case of a voltage bias and subtractiond@#ise of a current bias.

Fluctuations in the output voltage V are relatethe mean square power
fluctuations through the responsivitydv?> = S? <P*>. We can then express this as a

noise temperatur®y, = < /*>/RkgB, or, with electrothermal feedback,

47T G
=, 1.14
th R ( )
which, expressed as a thermal fluctuatitieP;, (see section 1.4.2e), is
NERZ=4k T C (1.15)

! The factor of 4 can be understood as follows. démce responsivity is described by a
Lorentzian function. If we integrate a Lorentziaorh w= - to +o, we obtain 4 times
the value that we would get from integrating frotoQ/z. Positive and negative
frequencies correspond to the absorption and emnisgespectively, of phonons, photons,
or whatever is contributing to the thermal condnce In the experiments described in
this work, the photon thermal conductance is alwsgigible compared to the phonon
thermal conductance. However, if one is workinglaa-low temperatures (< 100 mK),
this may no longer be the case.
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Note that whileTy, is modified by electrothermal feedba®&Py, is not. This is because
thermal fluctuation noise and the device respohsavise from the same physical
mechanism, and hence both are affected in the sayndy electrothermal feedback.

Equation (1.15) is frequently quoted in the boltenditerature. However, this
result was derived in the isothermal regime, inchlwe assume that the device and the
environment are at the same average temperatwe. iélax the isothermal assumption
and allow for the device to be at a different terapge from the environment, we must
modify equation (1.15). Physically, thermal fludioa noise arises from the random
exchange of energy between a device and its emaeal in our case in the form of
phonons. A factor of 2 in equation (1.15) arisesrfrconsidering both absorption and
emission. The emission of phonons will depend endiévice temperature, but the
absorption of phonons will depend on the tempeeadfithe environment. As an
example, consider a zero temperature environmemthich case there are no phonons
emitted by the environment. In this case, the fastal in equation (1.15) should be
replaced by a 2.

The non-isothermal case of a device coupled t@tiveronment through a
diffusive phonon link has been treated by Math@&8¢). To the best of our knowledge,
the case of a device with a ballistic phonon liok$ environment is lacking a rigorous
theoretical treatment. This is the case for athefdevices studied in this work, which
exchange phonons directly with the insulating sabston which they sit, and indeed for
the majority of bolometers. In the absence of arogs theory, we approximate equation

(2.15) in the non-isothermal regime as

NER?=2k[ G(T) P+ QT,u) '] (1.16)
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whereT is the device temperature ahgy, Is the temperature of the environment. Noise
due to superconducting effects at temperaturesTaatypically less than the thermal

fluctuation noise, as evidenced by our experimemsllts, discussed later.

1.4.2c Photon shot noise
The arrival statistics of photons is another sowfagoise, known as photon shot noise.
Here we consider a blackbody photon source andghesmode detector, such as a device
at the end of a coaxial cable or at the feed daagr antenna. The case of a multi-mode
detector is treated in Richards (1994). The meaarsgenergy fluctuation in the source
is given by

<(J0E)?>>=(hf)?><(An)?>. (1.17)
The average variance of the photon number per rfaydeblackbody is

<(An)?>=n+r? (1.18)

where the photon density per mode is given by thadk distribution,n = (€"/%" 1),

For low mode occupancy K< 1), the average variancensand we recover Poisson
statistics. For high mode occupanay>¢ 1), the average variancerié due to photon
bunching.

We then associate tiNEP with the mean square power fluctuations per unit

bandwidth

(NEI::)hoton)2 =

2 f2
SOELZ <o p(hiy[ (87T -1yt (&76T-1y7) i 1.19)
fy

where the factor of 2 is because a one secondgwemresponds to a bandwidth of %2

Hz (Richards 1994). The coupling efficiengyappears because only the coupled power
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contributes toNEPynoton In the Rayleigh-Jeans limibf << kgT and henca >> 1),

equation (1.19) simplifies to

NEP oon =7k Ty2( £ - 1). (1.20)

1.4.2d Amplifier noise

Amplifiers have a noise temperature that, in gelh@nust be determined
experimentally. The standard experimental technfqueetermining the noise
temperature of a microwave frequency amplifiehis Y-factor technique, in which the
Johnson noise of a matched load at two differanptratures is used as a known source
of noise. Typical microwave amplifier noise temperas range from as low as a few
Kelvin for the best cryogenic semiconductor ameisi(e.g. (Weinreb 2009)) to

hundreds of Kelvin for more conventional room tenapare amplifiers.

1.4.2e Converting between different noise quantities

Noise quantities are alternatively expressed agseriemperaturel(), a current noise

spectral densityS), and a noise equivalent pow®&HEP). It is important to be able to

convert between these different but related measiyete that noise temperature and

noise spectral density are measures of noise, WielMEP is a measure of sensitivity.
The noise temperatufig is defined as the physical temperature of a @sibat

would couple an equivalent Johnson noise powerantatched load, thus
Ty = By/[keB] = S R[4k;] (1.21)
wherePy is the noise power measured in a matched loadasthe measurement

bandwidth. The noise temperature is related to\tBE by
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NEP=/k T R ¢ (1.22)

whereSis the responsivity.

For heterodyne mixers, the sensitivity is commadpressed as a mixer noise
temperature rather than AEP. The mixer noise temperature is defined as theepper
unit frequency at the RF required to give unitynsigto-noise at the IF, divided thy. If
one considers only RF input in a single side-bamneé, obtains the single-sideband mixer
noise temperaturdmix sss= Tn//m, WhereTy is the noise temperature at the mixer output
and/m is the mixer conversion efficiency. The doubleefidnd mixer noise temperature
considers RF input from both the upper and lowgelsands, and hence is smaller than
the single-sideband mixer noise temperature by@faf two. This assumes that the
system responds symmetrically to both sidebandihak true for most detectors.

For direct detectors, one must be careful to dislish between the electriddEP
and the opticaNEP. The electricaNEP is the signal poweaibsorbed in the device
required to get a signal-to-noise of one per uanipot bandwidth. All previous uses of
the termNEP n this chapter have referred to the electridBP. The opticaNEPis the
signal poweincident on the systenequired to get a signal-to-noise of one per unit
output bandwidth. Hence the opti¢$dEP is obtained by dividing the electriddEP by
the system coupling efficienay.

For a bolometric calorimeter, the sensitivity ipitally expressed in terms of the

energy resolutiodE, which is related to thHEP by (Moseley 1984)

5T (% adi )
0
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where FWHM denotes full-width at half-maximum amgsrdenotes root mean square. If
we consider only the thermal fluctuatiteP;, of equation (1.15), equation (1.23) yields
an energy resolutiodEgwym = 0. This surprising result arises because the device
responsivity and the thermal fluctuation noise brothoff with the same characteristic
timescale, and so the signal-to-noise ratio is @omiswith frequency (and henbieR;, is
frequency-independent). In practice, as we movagber frequency, other noise
sources, such as amplifier noise and Johnson nweikk&ecome larger than the signal
and the thermal fluctuation noise. As we move beyibis crossover frequency, the
integral in equation (1.23) will approach some ¢ansvalue. These other noise sources,
along with the finite bandwidth of our amplifiemgvent us from getting continuously
better energy resolution by arbitrarily increasihg measurement bandwidth. In practice,
the best energy resolution is obtained by compahedrequency spectrum of thermal
fluctuation noise with the other sources of noisé asing this to determine the optimum

measurement bandwidth.

1.4.3 Dynamic range
The minimum detectable signal is specified byN&P. To determine the dynamic
range, we must also consider the maximum detecsadphal. For a superconducting

bolometer, we can define the total saturation power

TC
Pa= [ G(T)dT (1.24)

Toath
wherePs,;includes the power from both the input signal #reddc bias, and. is the

superconducting transition temperature. In practodc bias is typically used to hold the
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device on the superconducting transition, whichdwase finite temperature wid..
We can then estimate the size of the input sigoalgp that will saturate the device as
Psatsigna~ G(To)ATc. As the device is biased mostly in the non-supwtaoting state, the
actual saturation power is likely somewhat smahan (but still order-of-magnitude

consistent with) the value estimated in this way.
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Chapter 2

Antenna-Coupled Niobium Bolometers

for Time-Resolved THz Spectr oscopy

2.1 Introduction
Terahertz (THz), or far-infrared (FIR), spectrosgagan important tool for molecular
characterization, as this spectral range corresptidibrational and torsional modes in
many molecules, as well as rotational modes in nighy molecules (Blake 2001).
Additionally, FIR spectroscopy is a sensitive pratbsolid state materials, as it can be
used to measure lattice modes and the motion oflenciiiarges (Schmuttenmaer 2004).
It is especially useful as a non-contact probestadies of nanoscale systems, where
attaching electrical leads is difficult or causestprbations to the system. Biological
systems are also amenable to FIR studies, fromurmiagghe low frequency motion of
proteins to imaging plant and animal material (8@2004).

The two standard techniques for these types diediare THz time-domain
spectroscopy (TDS) and FIR Fourier transform spsctypy (FTS). TDS was developed

in the late 1980s following the discovery that @leoar stripline on a semiconducting
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substrate, when excited with an ultra-fast lasésgauwill radiate into free space with a
spectral output bandwidth limited by the envelop#he laser pulse and the dynamical
current response of the semiconductor (Smith 1988)milar coplanar stripline device
can be used as a detector, which is synchronizétdtiae¢ same optical pulse used to drive
the emitter (van Exter 1990). The detector measiheeglectric field of the transmitted
pulse, preserving both amplitude and phase. Thowg) for example, determination of
the frequency-dependent complex index of refraabiba sample in the signal path. This
technique and its variants are now utilized by masgarch groups and can achieve
bandwidths of several THz with high signal-to-naiggos and peak power ~ mW (Han
2001).

By using portions of the same optical pulse tatextie sample and the detector,
and by varying the time delay between the excitgpiolse and the pulse on the detector,
one can perform time-resolved measurements ofdimsmitted electric field with sub-ps
resolution (Beard 2002). This is a powerful toal $tudying the dynamics of ultra-fast
systems, such as intermolecular charge transfeclaade trapping. This technique is
often referred to as time-resolved THz spectros€@®TS) to distinguish it from
standard THz TDS. The upper time limit of this teicjue is set by the length of the
optical delay line, which typically correspondsatonaximum timescale of order a
nanosecond. Longer delay lines are possible, leytpibse a significant challenge for
alignment and are rarely used.

FTS uses a blackbody source such as a mercutgrapcor a heated filament.
These sources are more broadband than the sodrcEsSdut have much lower peak

power. The time resolution in FTS is set by theoase time of the detector. The most
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common detector type is the silicon (Si) bolometdrich has a thermal time constant
ms and an optical noise equivalent pow¢EP) of 2 x 10" W/(Hz)** at 4.2 K. Faster
options include the gallium doped germanium phatdcative detectorz(~ 1 s, NEP ~
10" W/(Hz)"?) and the indium antimonide bolometer~( 100 nsNEP ~ 10%?

W/(Hz)*3).! These have a more limited input bandwidth tharstbever Si bolometer. Al
of these detectors measure power, unlike TDS, wimehsures electric field. They are
typically large area, multi-mode detectors. Becaxfgleir slow time constant, these
detectors are usually used in FTS to study samy@se properties are constant in time.
An optical chopper is usually used to avaitinoise of the detector.

We have developed an antenna-coupled supercondunicrobolometer that is
orders of magnitude faster than conventional botemseThis device is designed to
bridge the gap in time resolution available withTISR(< ns) and conventional FT&(
ps). Our niobium (Nb) device, operating at 4.2 Khiages greater sensitivity than any of
the commercially-available semiconductor bolomeatithe same operating temperature.
If the Si or Ge detectors are operated at muchddeveperature, their sensitivity
improves significantly, but their response timedraes slower, > ms.

The antenna-coupled superconducting microbolonietetbeen developed
extensively over the past decade as a heterodyxer fior submillimeter wavelength
astronomy (Zmuidzinas 2004). These heterodyne tbeteare designed to have high
sensitivity and a large intermediate frequency badth, typically several GHz. We have

adapted this technology to develop direct detedtrapplications in laboratory-based

! Specifications for silicon, germanium, and indiartimonide detectors are from QMC
Instruments (Cardiff, Wales). Similar detectors als® available commercially from
Infrared Labs (Tucson, AZ).
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THz spectroscopy of room temperature samples. Téygskcations can make use of the
high sensitivity and fast response time of the segreducting microbolometer, but they
may require greater power handling than radioastrgnapplications. We have
fabricated devices with geometries optimized festhlaboratory-based spectroscopy
applications. We characterize the device perforrmamcietail at both microwave and
THz frequencies. These experiments have previdaesy discussed in Santaviataal

(IEEE 2007,Supercond. Sci. Techn@007).

2.2 Deviceoverview

Devices are fabricated from dc magnetron sputtera@oium (Nb) and thermally
evaporated aluminum (Al) on high-resistivity siliceubstrates using a lift-off process.
The bolometric element is a 12 nm thick Nb micrdge spanning contacts that consist
of a bilayer of 12 nm of Nb and 200 nm of Al. Alused because it is a high conductivity
metal (we typically operate above the supercondgatritical temperature of Al,cly =

1.2 - 2 K), and the bilayer has a sheet resistaheed.1Q/square. The bilayer forms an
antenna geometry for THz coupling as well as Idadslectrical (dc-GHz) coupling. The
first generation of antenna-coupled devices watepad using electron-beam
lithography, and this process is described in R€23@6). These first-generation devices
were fabricated at Yale by Matthew Reese and Digilkrunzio. They were designed
with a 38um double-dipole antenna, as seen in figure 2.1s&ylent devices with
different planar antenna geometries were fabricaidd Anthony Annunziata and Dr.
Luigi Frunzio. These devices were patterned witticaplithography; the details of this

process are described in appendix A.
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Figure 2.1. Optical image of first-generation Nixrobolometer with 3gim double-
dipole antenna. The Nb microbridge (dark gray)rierded vertically between the U-
arms of the Al antenna (light gray). Electricaldeaxtend to the right of the antenna.

The Nb microbridge has a superconducting critieadperaturd.~ 6 K and a
transition widthA4T; ~ 1 K. The first generation of Nb devices has miciadpe
dimensions of 2.5m long by 1.0um wide. Subsequent optically-patterned devices
maintain the same aspect ratio in order to mairtt@rsame resistance, with microbridge
dimensions of .um by 2um. A typical plot of dc resistance as a functioneshperature
is presented in figure 2.2. Also shown is a typpat of dc current as a function of
voltage measured at several different bath temypessit

The thermal time constant of a Nb microbridgd at6 K has been shown to be
equal to the electron-phonon inelastic scattelimg fprovided that the film thickness is

< 10 nm (Gershenzon 1990) and the length igm2Burke 1996). For thicker films,
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Figure 2.2. Typical dc characteristics of Nb mialameter. (a) Resistance as a function
of temperature measured withuA bias current. The resistance belowidfrom the

leads. (b) Current as a function of voltage atedéht bath temperatures, measured with a

20Q load line. Hysteresis due to self-heating appatalswer temperatures (Skocpol
1974), and the direction of the sweep for hysteratrves is indicated with arrows.

the phonon interface resistance between the Nhhensubstrate increases the cooling
time. For shorter microbridges, the contributiorthe cooling from the outdiffusion of
hot electrons becomes significant (Prober 1993k®&d096). All of the devices studied
in this chapter are in the phonon-cooled regimeyhich we can safely neglect both the
phonon interface resistance and the contributidmobklectron outdiffusion to the

cooling.
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At low temperature, the electron-phonon inelastiattering timefe.,» has been
found experimentally to be proportional 6 for thin film Nb, whereT is the film
temperature (Gershenzon 1990, Burke 1996). FromiFHeirac statistics, the electronic
heat capacity{e is proportional tal. The electron-phonon thermal conducta@egn =
Cd/ Tepnis thus proportional td 3, Ge-phis also proportional to the microbridge volue
asCe is proportional to/ and ze.pn is volume-independent.

We recall from chapter 1 that the thermal fludmaiNEPR;, is proportional to
(T°G)"2, and hence for thin film Nb it is proportional T8* andV*?. Finally, we found
that the saturation power+$A4T., and hence is proportional ¥ The volume and
temperature dependencies of the detector time aohSER,;,, and saturation power are
summarized in table 2.1. We have assumed thateWieeltemperatur€ = T, as the
superconducting bolometer is always operated asuperconducting transition.

We see that there is a fundamental tradeoff betwle= device sensitivity and
both speed and power handling. The goal of the wledcribed in this chapter is to
develop a detector witli; andV chosen to achieve the greatest possible sengitiile
having sufficient power handling to avoid saturatwhen viewing a room temperature

background and sufficient speed to measure at tiales as fast as ~ ns.

NER, O V2, T%2
saturation power]V

time constant] T,

Table 2.1 Summary of the dependencies of key fegafenerit for a thin film Nb
bolometer on the superconducting critical tempeealtiand the microbridge volumé
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2.3 Microwave characterization

Microwave frequency device characterizations wemégemed in a liquid helium-4de)
cryostat, illustrated in figure 2.3. By pumping e liquid helium, the bath temperature
can be lowered from 4.2 K to 1.5 K. The sampl®@cated in an inner vacuum can (IVC)
with a heater and thermometer, and is thermalliaied from the bath by a shoxt 1”)
length of stainless steel coaxial cable. The sategpigerature can be adjusted from the
bath temperature to 10 K or higher. The coaxiadifrom the helium bath to room
temperature have stainless steel outer conduatdrs@pper inner conductors, a
compromise between low electrical loss and low keatluction.

The high frequency input is sent into the cougded of a cryogenic -20 dB
directional coupler, which connects to the RF jpbi cryogenic bias-tee (see figure 2.3).
The bias-tee is mounted directly above the IVC, thieddc port of the bias-tee connects
to room temperature biasing electronics via a @avable with a homemade copper
powder low-pass filter (Martinis 1987) to attenuligh frequency noise. The transmitted
port of the directional coupler connects to a cgrmg microwave low-pass filter, which
leads to a room temperature amplifier. This micreavi@w-pass filter is designed to have
a passband that extends to ~GHz and to dissipiduer than reflect higher frequency
signals (Santaviccsleas. Sci. Techna008). This prevents signals that are in therfilte
stopband from saturating the amplifier chain wkilaultaneously preventing reflections
at the coupler transmitted port from generatingditag wave interference. For more on
this type of filter, see appendix C. The outputhef room temperature amplifier is
coupled to a spectrum analyzer or a diode, depgratithe measurement being

performed.
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The device is mounted in a homemade copper (Cuplsaholder with a coaxial
SMA-to-pin adapter, as seen in the inset of figure Inside the sample holder, the pin is
soldered to a 5@ microstrip that has been etched from Rogers Du6iD high
frequency laminate. The laminate dielectric constnm, = 10.2, is close to the dielectric
constant of the silicon substrate, = 11.9, which is positioned at the end of the
microstrip and secured with GE varnish. The enthefmicrostrip is wirebonded to the
device, and the other side of the device is wireledrnto the body of the Cu sample
holder, which is ground. To minimize the inductafroen the wirebonds (~ 1 nH/mm),

several bonds are used in parallel and the borgihes kept as short as possible.

Spectrum
analyzer
or diode
Microwave —
input Blasmg
’Amp electronics

A 4
Iél\] LP

-20 dB

| 50 Q I— Coupler

Bias Tee L0
[
B
| holder |
1 ﬁ 1
ve__ |

LHe

Figure 2.3. Schematic of experimental setup forowave frequency characterization of
Nb devices. LP stands for low-pass filter, anddsbiies represent coaxial cables.
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To test the coupling efficiency of this sampledes| we mounted a small form
factor (0402) 52 chip resistor in place of the sample, making eleglt contact with
wirebonds of similar length to those used for ssahples. In figure 2.4 we plot the
measured return loss — defined-88log(RefPinc), WherePfPinc is the ratio of reflected
to incident power — as a function of frequency froehMHz to 40 GHz. We see there is
better than 90% coupling efficiency (return los0>dB) up to approximately 20 GHz,
and better than 70% coupling efficiency (returrsloss dB) up to 40 GHz. Some of the

reflected power at higher frequencies may be dysatasitic reactance in the chip

resistor rather than in the sample holder.
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Figure 2.4. Measured return loss of @@hip resistor wirebonded in the microwave

sample holder. Inset: schematic of device moumesample holder. Top and sides of the
copper enclosure are not shown.

2.3.1 Time constant

The detector time constant was found from a hdigre mixing measurement
(Burke 1996). The sum of two high frequency sigrifs= 1.4 GHz and, o = 1.5-2.4

GHz) was coupled to the device, and the deviceorespat the difference frequerfgy=
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[fLo — fre| was amplified (amplifier bandwidth = 0.1-8 GHz)dameasured on a spectrum
analyzer. The device is biased with a dc voltags hiith a load line resistance of Q0
like the data in figure 2.2(b). A dc voltage biasates a stable bias point on the
superconducting transition via passive electrotlaferedback. If a fluctuation increases
the device temperature and hence the resisRnitee Joule power from the bias voltage
VIR will decrease, facilitating the return to equilibn. The optimum dc bias point for
detection is on the non-superconducting branchettrrent-voltage curve, just before
the device switches back to the superconductirtg.sta illustrate the optimum bias

point, we plot in figure 2.5 the measured powdi-ads a function of the bias voltage.

Output Power (dBm)
(y1) uaung

L L L L L |

0.0 0.2 0.4 0.6 0.8
Voltage (mV)

Figure 2.5. Measured intermediate frequency oytputer and dc current as a function
of bias voltage at ghin= 5.2 K.

With the device at the optimum bias point (appmoately 0.2 mV afpah = 5.2

K), we measure the device response as a functifn dthe measured output power is

converted to a conversion efficiency, which is f@dtin figure 2.6 using a log scale. The
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data are fit to the expression from chapter 1Herftequency-dependent conversion

efficiency 7m(f) = Pie/Prr,

)= M (0)

f)=—mt
| 1+(27fr)’

(2.1)
The frequency at whichw(f) = 71(0)/2, commonly called the 3 dB point, figs =

1/(27mr) = 240 MHz. This corresponds to a time constant0.7 ns. This is consistent
with previous measurements of the electron-phonelastic scattering time in thin Nb
films (Gershenzon 1990, Burke 1996). The devicethrdoad (amplifier) impedance at
fir are both= 50Q, so the measured time constant should not befisigmily affected by

electrothermal feedback.
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Figure 2.6. Measured conversion efficiency as atfan of the intermediate frequency.
Dashed line is a fit to equation (2.1) to deterniggge= 240 MHz and hence= 0.7 ns.

2.3.2 Responsivity
Next we examine the dependence of the device nsgpan the signal power and

the bath temperature. Because we are interestée ihevice performance when operated
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as a direct detector rather than as a heterodyxermve simulate direct detection by
using equal amplitudes for the signal$satandf_o.> This produces 100% amplitude
modulation afr, which is similar to a single high frequency s@uwhose amplitude is
modulated sinusoidally. The responsiVv&ff)is then the ratio of the measured IF voltage
to the input power. We measurefat= 80 MHz, whereS(f)~ S(0)? In figure 2.7 we plot
the measured responsivity as a function of moddlsignal power for bath temperatures
of 3.2 K, 4.2 K, and 5.2 K. This device has=15.8 K. We note that we have defined the
responsivity here in terms of the voltage coupted 60Q amplifier. For our case, with

approximately matched device and amplifier impedanthis is a factor of 2 smaller than

the responsivity defined in chapter 1.
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Figure 2.7. Measured responsivity as a functiosigrial power at different bath
temperatures.

2 For heterodyne mixers, the amplituddyatis typically much greater than the amplitude
atfrr, as this maximizes the conversion efficiency whetecting weak RF signals.

% This frequency is chosen in part because it mattie repetition rate of a Ti:Sapphire
laser used for THz generation in the SchmuttenitadefYale chemistry).
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We see that the largest responsivity is obtaioedhigher bath temperatures,
while the largest saturation power is obtaineddarer bath temperatures. This is in
contrast to similar devices operated as converitiogt@rodyne mixers, for which a lower
bath temperature permits a greater LO power, winicteases the mixer conversion
efficiency. We define the saturation povRg; as the signal power at which the
responsivity decreases by a factor of 2. The dabheslin figure 2.7 are fits to the
empirical functionS(Psigna) = So/[1+(P signalPsa)“], wherea = 2.0 at 3.2 K and 4.2 K and

a=1.5at5.2 K. Abov@y,n = 5.2 K, the saturation power quickly approachea®z

2.3.3 Thermal conductance

The thermal conductance of the electron systernamticrobridge is determined using
Johnson noise thermometry. As we saw in chaptirelnoise power emitted by a
resistor at temperatunieinto a matched resistive loadkisl B, whereB is the coupling
bandwidth. With the device aboVg we heat the device with a dc bias current, and we
measure the average temperature inferred fromntiigeel Johnson noise power as a
function of the dc Joule pow®&%,,s The noise is measured with a@Gamplifier at a
frequency of approximately 1 GHz with a 50 MHz bardth on the diode input. The
results are plotted in figure 2.8. The device rggler than the electron-phonon coupling
length (Burke 1996), so the contribution from shoise is negligible (Steinbach 1996).

We fit the measured data to the function

Poe = A(T" = Tt ) V (2.2)

ias —
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whereA andn are constants andis the microbridge volume. From the fit, we detigren
n=4 andA = 8.2 x 1§ WK“m™. These values are consistent with previous
measurements of thin Nb films (Burke 1997). Thertred conductance is théB.pn =
dPuiaddT = AVNnT™L. For the microbridge geometry in figure 2.1, 8iSeph = (9.8 X

10° T3 WIK, or (2.1 x 10) W/K at T =T, = 6 K.

0 1 2 3 4 5 6
Power (L\W)

Figure 2.8. Temperature inferred from measured slmnoise as a function of dc Joule
power. Dashed line is a fit to equation (2.2).

2.3.4 Noise

The thermal fluctuatioNERy, is approximately4ksT°Gepn)’"/%, Were we use equation
(1.15) instead of (1.16) becauEg = 5.2 K is close td. = 5.8 K. Using the
experimental value foBe.pn from section 2.3.3, we finNEPy, = 2.0 x 10 W/HZ2 The
photon shot noisBER,, = 7ksT(2B)2, with B the input bandwidth ang the input
coupling efficiency. If we takeg = 0.2,T = 300 K, andB = 1 THz, therNEPR,, = 1.2 X
10™° W/HZ2. Finally, the Johnson noi$¢EP; = (ks TR)"¥S= 1.6 x 10° for T= 6 K,R

=50Q, andS(0)= 4 x 1d V/W. Hence we conclude that thermal fluctuatiofsgo
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should be the dominant source of intrinsic devios& within the device output
bandwidth.

We measure the output noise as a function of &eqy atTyan = 5.2 K with the
device at the optimum bias point for detection. Témults are plotted in figure 2.9. At
low frequency (30 Hz to 2 kHz), the output noisenisasured using a low-noise voltage
preamplifier (Stanford Research SR560) with a ir&0sformer at the preamp input to
step up the device impedance for optimum noiseopadnce of the preamp. The
transformer makes the measurement particularlyepisde to pickup of the 60 Hz
power line frequency and its harmonics. Each I@gdiency data point in figure 2.9 was
obtained by averaging the noise measured betweétz @ickup peaks. The amplifier
noise has been measured separately using the dt-tachnique using a resistor with the
same resistance as the device in the normal stadethe contribution from the amplifier
noise has been subtracted from the data in figi®eThe low frequency output noise has
been corrected for the signal lost to the load, lamel also reduced by a factor of 4 to
make it consistent with what would be measured @&i89Q amplifier. At high
frequency (100 MHz — 1 GHz), the measurement wa®peed with a 5@ microwave
amplifier. The noise of this amplifier was also m@@d separately and subtracted from
the data.

The output noise is approximately white from 100tbl 100 MHz. Below 100
Hz, 1/f noise becomes significant. We note that the redtismall1/f contribution is
favorable, as it permits measurements with a mechlchopper to be performed with
similar sensitivity to higher frequency measurerseAbove 100 MHz, the output noise

rolls off with a frequency dependence that is samib the signal power, as expected. At
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frequencies beyond the response bandwidth, thergorhcontribution to intrinsic device
noise is Johnson noise. Photon shot noise is nielgligecause the device is looking at a

4 K environment.
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Figure 2.9. Measured noise referred to the devitpud as a function of frequency with
Toath = 5.2 K and the device at the optimum bias pantitection. Note the
discontinuity in the frequency axis. The low fregag noise and high frequency noise

were measured separately, as described in thellextamplifier noise has been
measured separately and subtracted.

For the frequency range 100 Hz — 100 MHz, the nmealsdevice noise referred
to the device output iy~ 400 K. UsingS(0)= 4.4 x 16 V/W, this corresponds tNEP
= 1.9 x 10 W/(HZY?). This is consistent with the calculate&R;, using the measured
thermal conductance. Hence we conclude that theelechieves a measured noise
performance that is consistent with the predicteidendue to statistical thermal

fluctuations.
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2.3.5 Saturation power

We can also use the measured thermal conductamstitate the expected
saturation powelPsy ~ GAT, ~ 10° W. This is consistent with the measured saturation
powers for lower bath temperatures. For the detadee useful for broadband
spectroscopy of room temperature samples, it mawa bufficient power handling to
avoid saturation when viewing a 300 K backgrourat. &single-mode detector such as
an antenna-coupled microbridge, the available pdren a blackbody source at

temperature T is given by the 1D Planck distribuitio

f
¢ hfdf

Ro = | o (2.3)
he/kel -1

In the Rayleigh-Jeans limik£T >> hf), this simplifies to the Johnson noise res@it, =
ksT(f-f1). If we assume an input bandwidth frép 1 THz tof, = 2 THz andl = 300 K,
from equation (2.3) we finB,, = 3.7 nW. If the coupling efficiency ig = 0.2, this
becomes 0.7 nW. This is much less than the estihateabove. If we have excess
power handling, we can exchange some of this ftmessed sensitivity by reducing the
microbridge volume. However, it was found experitady that an increased
responsivity comes at the cost of reduced saturgtover (figure 2.7). The 7 nW
saturation power measurediaty = 5.2 K is still sufficient for the proposed amgaliions,
but at this bath temperature any significant reidaan device volume will likely result

in a device that is saturated by a room temperdtac&ground.
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2.4 Terahertz characterization

To efficiently couple a free-space THz signal tacaatenna-coupled device, we use a 6
mm diameter silicon hyperhemispherical lens mouotethe back of the substrate. This
takes advantage of the preferential coupling taatitenna through the high dielectric
substrate (Rutledge 1983). The lenses were macbyn&@dco Ceramics (Easton, PA)
using high-resistivity single-crystal silicon. Ragicing shows that the focal point for a
plane wave incident on a silicon sphesg € 11.9) is approximately 1.10 mm beyond the
center of the sphefeThis is consistent with the optimal extension langplculated from
physical optics (Filipovic 1993, Semenov 2007). Tdreses were machined with an
extension 0.70 mm beyond the back of the hemisphé device substrate is 0.20 mm
thick, double-side polished, high-resistivity silic We used a second piece of Si from
the same batch of 0.20 mm thick wafers as an akgmmiece to facilitate the positioning

of the device at the center of the lens, as ilaistt in figure 2.10.
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Antenna-coupled
bolometer on
silicon substrate

Hyperhemispherical

silicon lens (r = 3 mm)
Double-side patterned
silicon alignment chip

Figure 2.10. THz coupling schematic (not to scale).

* Spherical aberration results in rays far fromdpéc axis having a slightly closer focal
point than rays close to the optic axis. This éftes be avoided by using an ellipsoidal
lens rather than a spherical lens, but an elligdd@hs is more difficult to machine.
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The alignment piece was patterned on both sidgsaligpnment marks, with the
markings on each side aligned relative to eachrofttee process for producing these
pieces is described in appendix B. The lens isiatigoy hand under an optical
microscope to a circle of the same diameter onsateof the alignment piece. Once
aligned, the lens is secured with UV-curable adieesihe device substrate chips are 5
mm x 5 mm and are fabricated with orthogonal lioesach side that point to the
position of each microbridge. These lines on theatesubstrate are aligned with
corresponding marks on the alignment piece befwestibstrate is glued into place. Glue
is carefully applied to the edge after the pie@gelbeen placed together and aligned; the
un-cured glue wicks around the edge. Earlier it feasd that placing a layer of glue
between the pieces had a non-negligible contribubahe total thickness, and also
added a layer of unknown optical properties. Hemeapply glue only at the edges.

With this technique, we estimate that we can a@avalignment accuracy of + iéh.

Once a device is attached to a lens, it is mountachomemade Cu sample
holder. Electrical contact is made in the same asmthe microwave sample holders
described in section 2.3. However, the size otdéndce substrate and the alignment
piece requires significantly longer wirebonds thaa used in the microwave sample
holder, and the resulting inductance limits efitieoupling is to below 1 GHz, which
is still well beyond the response bandwidth. A jpigoaph of a lens-coupled device in a

sample holder is shown in figure 2.11.
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Figure 2.11. Device side (left) and lens side @igi THz sample holder with lens-
mounted device.

device on
Si substrate

2.4.1 Spectrometer

To test the input bandwidth and coupling efficieéyur antenna-coupled detectors, we
designed and built a THz Fourier-transform specti@m(FTS) based on a Michelson
interferometer with a broadband blackbody sourcecliematic of the spectrometer is
shown in figure 2.12. The device is mounted oncibid plate of an optical-access liquid
“He cryostat. Initially, we used a continuous-floanis cryostat that was borrowed from
the Schmuttenmaer lab (Yale chemistry). Later, was replaced with an IR Labs
cryostat. The cryostat window consists of gu®thick Mylar (polyethylene
terephthalate) sheet. An expanded Telfon (polyletseoethylene) sheet is used on the
cold shield as an infrared and visible filter. Deflattenuates strongly above 4 THz. An
expanded material is used because it has a lowlercttic constant, which minimizes
reflection loss. For this filter material we usemttba Zitex G110 membran€&fex = 1.4,
used in the Janis cryostat) as well as a sheeb#-GR ¢sore = 1.2 - 1.3, used in the IR

Labs cryostat), which have similar properties (Betif2003, Koller 2007).
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Figure 2.12. Schematic of THz Fourier transformcmeneter.

The THz source is a silicon carbide (SiC) globahich reaches a temperature of
approximately 19K at a bias voltage of 20 V. The temperature caadjusted by
adjusting the bias voltage. The power available $tngle-mode detector from this source
is given by equation (2.3). We use a 6 mm diamageto define the size of source. This
sets a lower frequency limit ef100 GHz. The blackbody signal from the globar is
collimated with a 63.5 mm diameter, afff-axis parabolic mirrof. The beamsplitter
consists of a 6 mm thick, 100 mm diameter highstesty silicon wafer. This has better
efficiency and broader spectral coverage than imayMylar beamsplitter. The Fabry-
Perot resonances in the Si have a spacing of 7 @tiizthe resonances are averaged for

frequency resolutions larger than approximatelgénthis spacing (Evans 2007). A plot

® Surfaceigniter Corp., model 1034K
® Melles Griot, part number POA-63.5-59.7
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of the calculated power transmission versus frequéor normal incidence for the Si
beamsplitter is presented in figure 2.13, alondpaiplot of the calculated power
transmission for 5Qum thick Mylar (guyiar = 3.1) for comparison. These calculations

assume no loss in the beamsplitter.
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Figure 2.13. Calculated power transmission as etifmm of frequency for (a) 6 mm thick
Si (&i=11.9) and (b) 5Qm thick Mylar (&uyiar = 3.1). Note the difference in scale on the
frequency axes. The dashed line in (a) is the Faqu-averaged power transmission,
which is the result if the spectrometer resolutthiis larger than twice the resonance
spacing.

The scanning mirror is mounted on a linear traimsiastage controlled by an
Ealing EncoderDriver linear actuator. It has a mafjmotion of 10 mm with a specified
linear resolution of 0.0@m and a repeatability of Oldm. The combined signal from the

two arms is focused onto the detector with a segamdbolic mirror. The device lens is
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positioned at the focal point of this parabolicnoir The beam waist at the focal point is
approximately a plane wave, and hence the focatthetietermined with the assumption
of an incident plane wave should be valid.

The spectrometer frequency resolutiodlis= ¢/(2 x scan length), and the stage
range of 10 mm corresponds to a resolution of 1%.AHe maximum frequency igax=
c/(4 x step size’.A typical step size of 10m corresponds thnax= 7.5 THz. A
mechanical chopper with a maximum chopping rat#¢0&f Hz is positioned in front of
the cryostat window. The entire system sits insid®memade nitrogen drybox to
minimize absorption from atmospheric water. Flughith dry nitrogen gas overnight
yields a relative humidity of < 4%, measured witboamercial hygrometer. While using
the spectrometer, the nitrogen drybox is maintasiigghtly above atmospheric pressure.

The device response at the chopping frequenayiteed by an SR560 low
noise voltage preamplifier. A 1:60 transformerheg preamp input steps up the device
impedance to achieve optimum noise performanckeopteamp. The device is biased
with a 20Q dc load line. A large inductor is used on the @sing line to minimize noise
from the biasing circuit. The output of the preaispoupled to a lock-in amplifier,
which is synchronized to the chopping frequency.

To align the spectrometer, we first used a neari#fer to see the signal from
the globar through the Si beamsplitter. A key adxge of reflective rather than
refractive optics is that they have frequency-iretegent performance. The signals from

the two arms of the interferometer are alignedthedocal point is noted. The cryostat is

” In the expression fday one factor of 2 is due to the Nyquist-Shannonpiang
theorem. The other factor of 2 is because the ahanthe optical path length is twice the
mirror displacement.
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then put in place, with the device located at theaf point. Final adjustments to the
alignment are made using the device response ahtiping frequency.

The measured device response as a function oitiner displacement, known as
an interferogram, should always have a maximunewt path length difference and
should be symmetric about this maximum. If it i$,ibis indicates an alignment
problem. With perfect alignment, the maximum in iferferogram is twice the baseline.
A typical inteferogram is seen in figure 2.14. Tisi® single scan with a step size of 10
pm and a total scan length of 6 mm, correspondirggftequency resolutiodf = 25
GHz. The measurement used a lock-in time consfa3@@ms and a time per step of 0.8
s. The total scan duration is 8 minutes, and tiselbge has been subtracted. The spectral
response is found by taking the Fourier transfofith® measured interferogram,

discussed in the next section.
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Figure 2.14. Measured interferogram of device wiilum double-dipole antenna.

2.4.2 Antenna characterization
The double-dipole antenna is designed such thathéalf-wave dipole elements

radiate in-phase in the direction perpendiculgh®substrate but out-of-phase in the

46



direction parallel to the substrate (Skalare 19813.linearly polarized with
approximately an octave of bandwidth. A dipole idiglectric half-space radiates power
preferentially into the high dielectric medium agpximately in proportion ta>?

(Rutledge 1983). This results in highly directionaupling through the
hyperhemispherical silicon lens. In addition to #&um double-dipole antenna seen in
figure 2.1, the second generation of optically-gratd devices included double-dipole
antennas with dipole lengths of fgh and 79um. Optical images of all three double-

dipole geometries are seen in figure 2.15.

Figure 2.15. Optical images of devices withi88, 59um, and 79um double-dipole
antennas. Electrical leads with THz choke structweeseen to the right of each antenna.
All three devices are at the same magnification.

The alternating narrow-wide structures to thetrigfleach antenna are the
electrical leads. These are designed to be HDOQ coplanar strip transmission line at
microwave frequencies, but to be a quarter wavé&elab thed/2 antenna resonance,
which prevents coupling of the THz signal to thede The device with the 38n
antenna has a 2i5n x 1um microbridge and was patterned with electron-beam

lithography, and is the same geometry seen indi@ut. The devices with the pén and
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79 um antennas havein x 2um microbridges and were patterned with optical
lithography (see appendix A).

The parallel lines on either side of the microgeadhat connect the two dipoles
also form a coplanar strip transmission line. Thpedance of this transmission line
should be matched to the microbridge impedancedalatanding wave interference at
the input frequency. Our design has an impedanepmfoximately 10@.

Conveniently, a coplanar strip transmission lineaddi substrate does not deviate more
than a factor of 2 from 10Q for any line width and spacing that are withinoader of
magnitude of each other (Gupta 1979).

The power spectra obtained from taking the Fourarsform of the measured
interferograms are presented in figure 2.16 forthinee double-dipole geometries. We
use the fast Fourier transform (FFT) algorithmhie Igor 5.0 software package. Each
spectrum is from a single-scan interferogram. Thecture in each spectrum is highly
reproducible from scan to scan, and thus doespp#a to be dominated by noise. Each
spectrum displays a clear main response peakhene is evidence for some higher
frequency coupling beyond the main response pe#ieid9um and 79um double-

dipole spectra.
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Figure 2.16. Normalized spectra for devices with3@um, (b) 59um, and (c) 79um
double-dipole antennas.
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We fit the main response peak to a Gaussian fumeti estimate the center
frequency and the bandwidth. The resonant frequeheaydipole in a dielectric half-
space has been shown to be approximately equia¢ tcesonance of a dipole in an
effective dielectric equal to the mean of the datiiglectric and free space (Rutledge
1983). In table 2.2, we compare the calculatednast frequencies to the values
extracted from Gaussian fits to the measured ddwre is good agreement between the

calculated and the fitted results.

Double-dipole Calculated center Fitted center
length 4um) frequency (THz)  frequency (THz)
38 1.55 1.57
59 1.00 0.98
79 0.75 0.80

Table 2.2. Comparison of calculated and fitted Bipesonances.

The double-dipole antenna has about an octavarahkidth. For many
spectroscopy applications, greater bandwidth igelkswWe thus fabricated and tested a
more broadband antenna geometry, the log spirad®y959). The log spiral is one of a
class of antennas known as frequency independéosenshape is completely specified

by angles. The shape of the log spiral is defimgololar coordinates by the equation

p(p) = ke ®) wherek, a, andg are positive constants (Balanis 2005). If we estt@n

to + oo, the resulting structure looks the same at anynifiagtion up to some rotation.
For real antennag and hence the bandwidth, are finite. The loweqdiency

bound corresponds approximately to the wavelengtfaleto the total arm length, while

the upper bound is set by the finite size of ttall@n our case, the Nb microbridge). The
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log spiral is circularly polarized at higher frequees, but is linearly polarized at the low
end of its bandwidth, where its response is difigk-Each arm in the log spiral antenna
is formed by the space between two curves shifyfesbime angleg. Our design is self-
complimentary, in which the shift defining each aew2 and the shift between arms is
7T We first fabricated a design with= 0.15, and subsequently fabricated a modified
design witha = 0.50, as seen in figure 2.17. The measuredrgpiectthese two antennas

are presented in figure 2.18.
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Figure 2.17. Optical images of devices with logapantennas with = 0.15 (left) anch
= 0.5 (right).
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Figure 2.18. Normalized spectra of devices withdpgal antennas wita= 0.15 (a) and
a=0.5 (b).
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Both log spiral antennas have a roll-or&.3 THz, consistent with the guideline
that the largest wavelength will correspond appr@ately to the arm length, where the
wavelength is assumed to be in an effective diatetttat is the mean of the dielectric
constants of silicon and air, as before. Ifj@® microbridge can be assumed to look
point-like for wavelengths larger than 8 timeddsgth, the upper bound of the antenna
response should be3 THz. At these frequencies, the inductance obtidge should
also be considered. The microbridge inductanceebptically-patterned devices is
approximately 5 pH, which contributes to the devinpedance aboy80 Q/THz. The
decrease of power coupling efficiency at 3 THz ttuthis inductance is approximately
25%. Additionally, the skin depth scales as one tive square root of the frequency. The
skin depth in the Al decreases from approximatéwyin at 1 THz to 40 nm at 3 THz,
resulting in an increase in the dissipation indhtenna by a factor of approximately
1.75.

The sharp drop in the measuieed 0.15 log spiral response above 1 THz is
greater than the predicted loss due to the demihectance or dissipation in the Al. We
believe this additional attenuation may be causedistortion of the antenna geometry
due to the thin film shadowing effect from our adbeposition process, which is
described in appendix A. In figure 2.19, we shoghler magnification images of the
center of each log spiral antenna to illustrate #ffect. The darker grey band to the right
of the Al is the Nb, which is much lossier than Kleat THz frequencies. The minimum
shadow size is equal to the width of the microbeidg this case @m. This shadowing
becomes a greater fraction of the total arm widltser to the microbridge, causing

increasing distortion at higher frequencies.

51



A second version of the log spiral antenna wasdated witha = 0.5. This
geometry is less compact than the previous verbigithe wider arms are less
susceptible to the problem of shadowing. This nesigh was also modified to account
for shadowing, which was not done in the originegign. We can see in the spectrum in
figure 2.18 that the new log spiral has much betteipling above 1 THz. The gradual
decrease in the signal above 1 THz is likely relatelosses in the antenna and possibly
also to imperfect alignment. There is also a cbatron from the inductance of the

microbridge, as discussed previously. This deva® usable bandwidth to over 3 THz.

~

Figure 2.19. Higher magnification images of logabantennas with = 0.15 (left) anca
= 0.5 (right) to illustrate the shadowing effearfr the angled deposition process. Lighter
gray is Al and darker gray is Nb.

2.4.3 Coupling efficiency and optical NEP

We can estimate the coupling efficiency from the&SKigata, but we are limited by the
globar temperature, which is not precisely knowm gét a better determination of the
coupling efficiency, we performed a hot-cold loadasurement using two blackbody

sources at well-defined temperatures. This measmeosed a device with a fén
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double-dipole antenna, which has a measured batidaigpproximately 1.2 — 2.0 THz.
A piece of Eccosorb carbon-loaded foam (Emmers@&uéing Microwave Products)
submerged in liquid nitrogen served as a cold soat@7 K, and the surface of a
mechanical chopping wheel served as a hot sour2@5akK. The chopping wheel surface
was coated with a layer of carbon-loaded StycaSOE& epoxy to ensure an emissivity
close to unity (Diez 2000). The chopping wheel Bedosorb foam are positioned
approximately 1 cm from the cryostat window, filialmost the entire field of view of
the device lens. No focusing mirrors were used. gdwer difference in the antenna
bandwidth, found from equation (2.3), is 2.4 nW.

The measured response for chopping at 330 Hzisisdigure 2.20. Harmonics
of 60 Hz can be seen, which are pronounced dugetade of an audio-frequency
transformer. A smaller response at 275 Hz canladsgeen; this is due to the inner set of
openings on the chopping wheel. For comparisorale® placed a piece of room
temperature Eccosorb behind the chopping wheemallssignal is still seen, likely
because the chopping wheel is not a perfect blabkblo ensure that the signal at the
chopping frequency was not due to electrical pickup also measured the device
response with the chopping wheel blocked by meial f

From the measured response and the responsivéyntieed from microwave
characterization at the same bath temperatureK(y ®e estimate a coupling efficiency
of = 20%. Approximately 40% of the lost coupling effiocy is due to impedance
mismatches from the Si lenss(= 11.9) and the Mylar window&yiar = 3.1). Imperfect

alignment, spherical aberration, and optical lodi&e$y account for the remaining 40%.
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The noise was also measured in this experimetgrrdaned from the noise floor
of an averaged spectrum analyzer trace, similagtwe 2.20. (When measuring noise,
however, the peak detect function on the spectmatyaer is turned off.) The amplifier
noise contribution was measured separately andasuétl from the total measured noise.
Converting to amNEP using the responsivity from the microwave chanazigion, we
find NEPse~ 20 fW/(HZ'?), consistent with the microwave noise measuremésts
discussed in section 1.3.2, this is the electiialP, and the optical NEP is the electrical
NEP divided by the input coupling efficiency. Hervee find NEPyptical = NEPye{ 7= 0.1
pW/(HZ*?). This is the sensitivity that can be achievedwiiis experimental setup in an

actual THz spectroscopy experiment.
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Figure 2.20. Output signal from hot-cold load meament with sources at different

known temperatures placed behind a room temperaehaeping wheel. Also shown is
the signal with the chopping wheel blocked. Thepghiog frequency is 330 Hz.

2.4.4 Antenna simulations
We performed electromagnetic simulations of theesantenna geometries in a silicon

dielectric half-space in order to better understdredantenna behavior. Several
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commercial software packages exist for performirty three dimensional
electromagnetic simulations. We used the softwack@ge FEKO from EM Software &
Systems. This software package utilizes the metf@doments (MoM) technique. In
this technique, one begins by defining a geomdtigterest, including both conductors
and dielectrics, as well as any desired voltagecesu A grid is defined on the surface of
the geometry, where the grid size should be snoatipared to the smallest wavelength
of interest. The program then numerically solvegie charge distribution on this grid.
With a known charge distribution, Coulomb’s lavwised to find the potential
everywhere in space. This approach is particulasiful when the geometry is small
compared to the region of space over which onetésested in finding the field
distribution, as is often the case for antenna kitrans. For more details on the MoM
technique, see van der Vorst (1999).

The relatively large Si lens posed a challengetorsimulations. Using the full
lens dimensions results in a simulation that takesks to run. We chose instead to use a
feature that allows us to solve for a metallic getmnin an infinite dielectric half-space,
which requires only the metallic geometry to be Ineelsand hence is much faster (~
minutes). This feature, however, has the restndinat losses in the metal must be
neglected. We show in figure 2.21 the measuredisppeesponse along with the
simulated result for the fraction of power thaemitted when driving the antenna from a
50 Q port at the antenna feed for the three doubleleipotennas, as well as the 0.5
log spiral antenna.

We see reasonable agreement between the simutaiitbthe measured spectra

for the fundamental resonance of each double-digaienna. Beyond the fundamental
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resonance, the agreement is not as good, whidleisndpart to the omission of losses in
the simulation. In the log spiral data, the sligttigher roll-on frequency in the measured
data is likely due to the size of the globar imsldhe Si lens, and the steeper roll-off at

higher frequency is likely due to losses.

Simulated Power Coupling
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Simulated Power Coupling
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Simulated Power Coupling

asuodsay 8olAaq paziewloN
Simulated Power Coupling
asuodsay a01A8(Q PaZIEWION

Frequency (THz) Frequency (THz)

Figure 2.21. Measured response spectra and sirdyateer ratio of coupled power to
incident power from a 5Q port at the antenna feed for (a) |88 double-dipole, (b) 59
pum double-dipole, (c) 7@m double dipole, and (d) log spiral widh= 0.5.

We can also simulate the far-field electric fidldtribution from our antennas.
We simulate driving the antennas with a 1 V sigmabss the feed, and we look at the
resulting emitted electric field in the far-fieldt(a distance >A). By reciprocity, the
field pattern for emission is equivalent to thédipattern for absorption (Balanis 2005).

For coupling to our spectrometer, we would likeaatenna with an approximately
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Gaussian field distribution and without strong esiaa at angles far from the optic axis.
As an example, in figure 2.22 we present the sitaedl&ar-field electric field distribution

in both a polar plot and a full 3D plot for the [{& double-dipole antenna and the log
spiral antennaa(= 0.5) at 1 THz. We see that both antenna geaesdiave reasonable
beam profiles and should couple efficiently to sipectrometer at this frequency. The log
spiral antenna maintains a reasonable beam pedfitess its entire usable bandwidth. For
the double-dipole antenna, we find that the beawfilproecomes irregular and hence

poorly coupled at frequencies well beyond the nmegponse peak.

01 02.03 04 05

(b)
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Figure 2.22. Simulated electric field distributicatsl THz for 79um double-dipole (a,b)
anda = 0.5 log spiral (c,d) antennas driven with 1 Voss the antenna feed. The polar
plots show a planar cut perpendicular to the diveabf the microbridge, and 18 the
direction into the silicon substrate. The radiallsds in volts. In the 3D plots, the silicon
side is facing up, and the electric field amplitindes been normalized in each plot.
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2.4.5 Time-resolved THz spectroscopy

Measurements of these devices were also perforsiad the THz spectroscopy
facilities in the Schmuttenmaer lab in the ChengiStepartment at Yale. This included
initial demonstrations of this detector in a tineseolved THz spectroscopy experiment.
The Schmuttenmaer lab utilizes several fast pu&€dnm Ti:Sapphire lasers. These
lasers have a repetition rate of 80 MHz with a @w&dth of approximately 100 fs and an
energy per pulse of approximately 6 nJ. For mueaigr pulse intensity, one of the
Ti:Sapphire lasers is used to seed a regenematiydifier that has a pulsed 800 nm
output with a 1 kHz repetition rate, a pulse widtiL00 fs, and a pulse energy of 1 mJ
(True 2008).

A Ti:Sapphire laser is used to drive a photocatisia switch on a semiconductor
substrate, which emits a broadband THz output avidlndwidth that is determined by
the pulse width and the dynamical current respohsiee semiconductor (Smith 1988).
Another photoconductive switch can be used asecttat with part of the same optical
pulse used to gate the detector (van Exter 1998xdB2002). We replaced this
photoconductive switch detector with a niobium Inoéter with a 3§¢im double-dipole
antenna, and we measured the device response émitied THz power at the 80 MHz
repetition rate. The response measured on a speainalyzer is shown in figure 2.23.
This experimental configuration could be used tdgren measurements of dynamic
systems with timescales much slower than the 80 Bhtapling rate. Using the
measured response and the previously determinpdmigisity and optical coupling
efficiency, we estimate that theresid nW of incident THz power within the device

bandwidth.
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Figure 2.23. Measured device response to the THabfrom a photoconductive switch

driven by a pulsed Ti:Sapphire laser with an 80 Mefzetition rate. The frequency bin
width is 580 Hz.

To measure at faster timescales, we can instead asnstant THz source. This
approach was used to measure the free carrignmgah photoexcited silicon (Si) and
gallium arsenide (GaAs). In these experiments, sexla detector with thee= 0.5 log
spiral antenna. As a THz source, we used the samdelrof SiC globar used in the
spectrometer described in section 2.4.1. The saigeal is focused to a point and
subsequently focused onto the detector using phcaborors. First we placed a 2@0n
thick, undoped, single-crystal Si wafer at the Tblzal point. The wafer is excited with
the regeneratively amplified Ti:Sapphire laser atkddz repetition rate. The laser pulse
excites charge carriers in the Si from the valdrargd into the conduction band (Si has a
bandgap of 1.12 eV = 1,107 nm), and these freegelsaattenuate the THz signal. The
free charges return to the valence band via eledtote recombination, and the THz
signal returns to its equilibrium value. Becaus¢hefrelatively slow recombination time

in Si, we used a low frequency { MHz), high-impedance preamplifier coupled to an
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oscilloscope. An averaged response is shown imdigw24. The slight undershoot of the
pulse return is due to the high-pass filter ongreamplifier. We fit the averaged
response to an exponential function to determiedithe constant, which is
approximately 5Qus. This is consistent with previous measurementsefree carrier

lifetime in undoped, single-crystal Si (Kurtz 1956)
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Figure 2.24. Normalized THz transmission as a fonodf time following
photoexcitation of an undoped Si wafer. The fittiete constant is 50s.

We performed a similar measurement using apsfi@hick, undoped, single-
crystal GaAs wafer. The bandgap of GaAs is 1.4Z2&70 nm. Previous measurements
of the free carrier lifetime in undoped, singlestal GaAs found a fast component due to
surface recombination (< 0.5 ns) and a slower corapbfor bulk recombination: 2.1 ns
(Beard 2000) and 15 ns (Lloyd-Hughs 2006). Thesewptical pump-THz probe
measurements using an optical delay line with aimam delay of less than 1 ns. The
discrepancy between these two reported values maly® to fitting only the beginning

of the longer decay, which is complicated by thespnce of a faster response at short
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timescales. Our detector, although not fast entdogee the sub-ns surface response, is
useful for systems with timescales > 1 ns, asntroaasure the entire return to
equilibrium.

Because the recombination time in GaAs is clogbealetector time constant, we
first determined the response time of the dete@tdo this, we measured the device
response to a fast (~ps) THz pulse. The fast THzepwhs generated with the 1 kHz
amplified Ti:Sapphire laser driving a nonlinearztelluride (ZnTe) crystal. The ZnTe
responds to the envelope of the excitation pulaeptical rectification, with frequency
components from approximately 0.1 to several THAh(8uttenmaer 2004). The laser
required attenuation by at least 80% to preventekalting THz pulse from saturating
the detector. The device response was measure@d B2 microwave amplifier
coupled to an oscilloscope. The averaged respandetied in figure 2.25. The fitted
exponential time constant is 4.4 ns. This is sigaiftly larger than the 0.7 ns measured
on a similar device (figure 2.6). The device ugsethis measurement has a lowegr4.5
K instead of 5.8 K), but this can only accountpart of the difference. Further
measurements are needed to resolve this discrepancy

We also measured the response to the photoegraitatithe GaAs wafer using
the constant THz signal from the globar. An averaigihis response is also seen in
figure 2.25. We fit this response to an exponemt&gay with a time constant that is equal
to the sum of two times, one of which is fixedls measured device response time of
4.4 ns. The other time determined from the fit.&4.0.5 ns. While the relatively slow
detector response time prevents a precise deteiiomnat the free carrier lifetime in this

measurement, our results are consistent with thetine constant for bulk electron-hole
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recombination reported in Beagtlal. (2000) and clearly inconsistent with the 15 ns

reported by Lloyd-Hughst al. (2006).
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Figure 2.25. Time-resolved measurement of THz trassion through photoexcited
GaAs, as well as a measurement of the device resgora fast THz pulse generated by
optical rectification in ZnTe. Dashed lines are @xgntial fits.

2.5 Conclusion

We have developed Nb microbolometers with a sefitsitas good as the best
commercially-available semiconductor bolometers, amtike those detectors, with
sufficient speed to complement existing time-resdlWHz spectroscopy systems based
on an optical delay line. The device performanbesacterized at both microwave and
THz frequencies, is consistent with theoreticabprgons. In order to determine the input
coupling, a THz spectrometer was designed and. kelvices with several planar THz
antenna geometries were fabricated and testedhandeasured spectral response is

consistent with electromagnetic simulations.
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The detector has been demonstrated in an inma-tesolved spectroscopy
application, in which we measured the free careepmbination time in bulk Si and
GaAs. In the future, we hope to use this systestudy free carrier lifetime in other solid
state systems, such as titanium dioxide and zirdeaxanocrystals (Turner 2002, Baxter
2006), which have applications in dye-sensitizddrseells. Additionally, a spectrometer
like the one described in section 2.4.2 can be tlaléhis time-resolved spectroscopy
system. This would enable measurements of theawobition of each spectral

component in the device bandwidth.
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Chapter 3

Toward THz Single-Photon Detection

with a Titanium Bolometric Calorimeter

3.1 Introduction

Terahertz (THz) detectors have been an activeadrnessearch during the past decade,
but an energy-resolving THz single-photon deteetoe., a THz calorimeter — has
remained elusive. Previous work on semiconductantium dot detectors demonstrated
the first THz single-photon detection (Komiyama @0Bstafiev 2002, Ikushima 2006),
but with a complex device geometry, poor quantuiiciehcy & 1%), and without the
ability to resolve the photon energy.

One candidate to achieve energy-resolved THzesipgbton sensitivity is the
transition edge sensor (TES). As discussed in@edti2, this is a bolometric device with
the same principle of operation described in prnevichapters. However, the term TES
usually refers to a large-area detectoh{poperating with strong negative electrothermal

feedback via a low-impedance readout. The mositsen3ES detectors operate at very
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low temperatures (typically < 100 mK) and are ey slow (typically ~ ms). For a
detailed discussion of TES detectors, see thdaficlrwin and Hilton (2005).

An alternative to the conventional TES was proddsgeKarasiket al. in 1999.
This approach combines an antenna-coupled nanaagadeconducting bolometric
element with higheT. contacts to achieve quasiparticle confinemenhénliolometric
element via Andreev reflection. In the Andreeveefion process (Andreev 1964,
Tinkham 1996), quasiparticles with energies leas tine superconducting energy gap of
the contact material must join with another quasigla located symmetrically on the
other side of the Fermi energy in order to formaem@er pair and pass into the
superconducting contact, as illustrated in figute Ihis permits an electrical current but
prevents the flow of energy. A quasiparticle systeith energies within the
superconducting gap of the contact can only logeggrnvia phonon emission, and hence
the thermal conductance of the electron systerharbblometric element is equal to the

electron-phonon thermal conductance.

N S

Figure 3.1. Sketch of the Andreev reflection predes passing current through a normal
metal-superconductor (NS) junction at energiestiess the superconducting gap energy
A. An electron incident on the interface from themal metal side must pair with
another electron located symmetrically about thenFenergyer to pass into the
superconductor as a Cooper pair. Open circles septdioles and filled circles represent
electrons.
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The combination of these design elements — asmfl active device volume
and the confinement of excited quasiparticles +e@ses the device sensitivity by
decreasing the electronic heat capacity and thenddeconductance. This approach is
predicted to be capable of THz single-photon setitsitusing a nanoscale titanitum (Ti)
superconducting bolometric element with the reksishigh operating temperature of
300 mK and with a relatively fast time constants-(Karasik 1999), where relative refers
to the most sensitive TES detectors. In this chrapte describe our characterization of
this type of Ti nanobolometer using a new experitaleiechnique. We perform the first
direct measurements of the energy resolution sftilge of device and find that its

performance is consistent with theoretical predicti

3.1.1 Space-based mid-infrared and THz astronomy
A single-photon-sensitive THz detector with higragtum efficiency is critical for
proposed next-generation space-based far-infreteddopes. These missions — including
NASA'’s Single Aperture Far Infrared Observatory (8R) and Submillimeter Probe of
the Evolution of Cosmic Structure (SPECS), as aglthe European and Japanese
collaboration Space Infrared Telescope for Cosmpbogl Astrophysics (SPICA) —
propose to achieve a sensitivity that is limitedoy astronomical background photon
flux using reflectors that are actively cooled td K (Leisawitz 2004, Swinyard 2009).
Moderate resolution spectroscopydl ~ 1000) using direct detectors with an
external frequency-selective element (e.g., angatre proposed for studies of star and
galaxy formation. For space-based detection atifrges below 1 THz, the background

photon arrival rate increases rapidly with decreg$iequency due to the exponential tail
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of the cosmic microwave background spectrum. Allb\iéz, the background photon
arrival rate is dominated by emission from intdtatedust and the galactic core. As seen
in figure 3.2, the calculated background photoivatrate between 1 and 10 THz is 410
photons per second for a single-mode, single-pa#tan detector with 25% coupling

efficiency and a resolutiodVal = 1G° (Wei 2008).
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Figure 3.2. Calculated background photon arrivi g, and background-limited noise
equivalent poweNEP,, for a space-based single-polarization, single-na®tector with
25% coupling efficiency and a spectral resolutigdl = 10°, from (Wei 2008).

To efficiently resolve randomly arriving photorse needs a detector with an
exponential time constant that is approximatelpater of magnitude faster than the
arrival rate. As astronomers are searching foradggthat are above the background, a
useful single-photon detector will be at least @&ers of magnitude faster than the
background photon arrival rate. At present, thetraessitive TES detectors do not meet
this count rate requirement, nor do they have shpgioton sensitivity for photon
energie€, < 0.1 eV. With the Ti nanobolometer describedhis thapter, however,

counting individual THz photon&g, ~ 1-10 meV) in space becomes feasible. With such
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a device, low resolution spectroscopyd! ~ 10) in the mid-infrared and THz can be
performed without an external spectral dispersiement using the detector energy
resolution (Karasik 2005). Applications of suchpg&rometer-on-chip include studies of

interstellar dust composition and the search fattElke exoplanets (Lawson 2006).

3.1.2 THz single-photon spectroscopy in the laboratory

An ultra-sensitive detector as described above evaldo create new possibilities for
laboratory-based THz spectroscopy at the singlégphievel. Many electronic
nanosystems have excitations in the THz range (~hdV). The THz emission from an
individual nanosystem is in general extremely weatk] ensemble measurements tend to
average out properties that are of particular @gersuch as geometric- or conformation-
specific resonances. A detector with single-phaimsitivity would thus create new
possibilities for studying the excitation spectfanalividual nanosystems in the THz
regime. One example is the thermal radiation fronmdividual single-walled carbon
nanotube. The nanotube is predicted to act asaedgmtenna with THz resonant modes
that are determined by the propagation of plasmavew along the length of the
nanotube (Nemilentsau 2007). Another example isghent proposals by Ryzldi al.
(2007) and Rana (2008) to achieve THz emissiorMetron-hole recombination in
optically- or electrically-pumped graphene. Thisié@eéor has also been predicted for a

metallic carbon nanotube (Kibis 2007).
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3.2 Detector overview
The devices we have studied consist of a superainduitanium (Ti) nanobridge
approximately 4m long, 350 nm wide, and 70 nm thick, with= 0.3 K, as seen in
figure 3.3. The dimensions of the Ti nanobridgeenarosen to have an impedance close
to 50Q in the normal (non-superconducting) state to ifaté efficient high-frequency
coupling. The Ti nanobridge spans contacts congistf thick niobium (Nb) withl, = 8
K. It was found that effective quasiparticle coefiment by the Nb contacts is only
achieved if the Ti volume does not extend far undath the Nb (Wei 2008). This was
determined by comparing the measured time conefardnobridge devices with the
time constant of large-area films with the samdf the Ti extends far underneath the
Nb, the effective Ti volume is much larger than Wioséume of the Ti in the nanobridge.
This leads to a time constant that is faster tharetectron-phonon time due to enhanced
cooling via the outdiffusion of excited quasipdds; as well as a larger thermal
conductance and heat capacity due to the incredBaative Ti volume. This results in a
reduced sensitivity, and hence we employ deviceghich the Ti extends only slightly
underneath the Nb, as seen in figure 3.3(a).

We measured two devices with nominally identicadmetries from a single chip.
The dc properties of these two devices were néagligtinguishable. All of the energy
resolution data presented in this chapter are fi@imgle device. The devices were
fabricated by David Olaya in the group of Prof. NBel Gershenson at Rutgers
University. The fabrication process utilized eleatbeam deposition of both metals with
an angled shadow mask technique on a high-resissiVicon substrate. A detailed

description of the fabrication process can be fonn@Vvei 2008).

69



800
| (b)

600

400

Resistance (€2)

200+

Resistance (Q)

— T
026 028 030 032 034 036
Temperature (K)

Figure 3.3. (a) Scanning electron micrograph afdinobolometer device with Nb
contacts. The strips of Ti seen below each Nb @b@ii@ not electrically connected and
are an artifact of the fabrication process. (b)iRasce as a function of temperature,
measured with a bias current of 100 nA, showingstifeerconducting transition of the
Nb contacts. (c) Resistance as a function of teatpe¥, measured with a bias current of
10 nA, showing the superconducting transition ef Tihnanobridge.

For photons with a frequency greater than the ufspgquency scale for
superconductivity in the Tfy = 3.53gT/h = 22 GHz, the nanobridge impedance is

approximately equal to the normal state resist&ce45 Q. In practice, the
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superconducting energy gap in the Ti is supprebgdbe temperature and the bias
current, so the relevant frequency scale is weéthh@2 GHz. The much larger
superconducting energy gap in the Nb contdgis= 1.76&sT.~ 1.2 meV, creates
Andreev mirrors that prevent the outdiffusion oahffom the Ti nanobridge if the
excitations in the Ti have energy less thag. When detecting a THz photon, the time
for the initially excited photoelectron to shareanergy with other electrons in the Ti and
relax below the Nb gap energyiis. ~ (10°RyE/kg) " ~ 0.1 ns (Abrahams 1981,
Santhanam 1984), whekeis the electron energy aiy, is the sheet resistance. The
initial hot spot will spread a distancgB 7.¢)"2 ~ 0.1pm, whereD is the diffusion
constant, while the excitations cool to belayg. This is much less than the device
length, so energy loss by diffusion to the Nb cots#@hould be negligible. The energy
loss of the electron system is set by electron-phaoupling within the Ti, with an
electron-phonon thermal time constant of a fesnKarasik 1999, Wei 2008).

The initial temperature rise of the electron systhie to an absorbed photon is
AT = hf/C,, wheref is the photon frequency ai is the electronic heat capacity of the
Ti nanobridge. This assumes that the electronfele@nergy sharing is fast compared to
electron-phonon coupling, which is a realistic aggtion. The corresponding resistance
increase changes the microwave reflection coeffici frequencies well belof. In the
absence of electrothermal feedback, the thermaxaébn time istp= Co/Gepn, Where
Gepn is the electron-phonon thermal conductance.

DC properties of similar Ti devices were studiedVeiet al. (2008) to determine
Geph @s a function of temperature. In that work, thegyart a thermal conductance per

unit volumeg(T) = (3.3x 10° T*) WK™*m™. The thermal conductance was determined by
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measuring the superconducting critical temperatutie various dc bias currents and
using the relationshifR = G[ T,(0)-T«(1)], whereT(0) is the critical temperature
measured with negligible bias current anfl) is the critical temperature measured with
a dc bias currerit This technique requires a device with a unifohift sn the R(T) curve
at the superconducting transition with increasiiag lcurrent.

Wei et al. (2008) also determinery by measuring the response to near-IR
photons. A relatively large Ti volume, ~1un®, was used to avoid saturation. The
measured time constant was consistent with the¢onstant found from the measured
Geph and the calculated value of the electronic hepacisy C. for bulk Ti, Ce = (310

JMPK ATV, whereV is the Ti volume.

3.3 Characterization technique
A test system to study the detector response fhesifHz photons is feasible but presents
significant technical challenges. A THz source dedgrom outside the cryostat must be
highly attenuated due to room temperature blackipdubtons. The radiation power
absorbed in the device should not exceed ~fW todaewteeding the detector count rate.
This requires carefully tuned attenuation of therse and filtering of the out-of-band
photon flux. To date, no one has made such a sysilseof a photon source internal to
the cryostat avoids uncontrolled emission by a weonpling structure but still requires
carefully calibrated filtering. Collaborators atLJ&e presently implementing such a
system, but the engineering challenges are sigmific

To facilitate rapid device characterization, wgdndeveloped an alternative

testing technique that is easier to implement (Bgai4). This technique avoids the
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problem of unwanted background photons and all@wva fprecise determination of the
coupling efficiency, as well as trivial adjustmerithe input energy. The device is
mounted in the light-tight inner vacuum can 6fHe cryostat with a base temperature of
230 mK. Absorption of a single THz photon is simtethby absorption of a 20 GHz
microwave pulse with a duration of 200 ns, whicimisch shorter thaty. The absorbed
energy of the 20 GHz pulse is equivalent to thegynef a single higher frequency
photon. We call this pulse a faux photon, or fanxto

The fauxton pulse is generated with a commerciatowave source, and is
highly attenuated using cryogenic attenuators.fabgton frequency is adjusted simply
by changing the amplitude of the microwave sig8aice 20 GHz is greater than the
frequency scale for superconductivity in the biaSedanobridge, the device appears
resistive at 20 GHz, with the device impedance axprately equal to R as it does for
an actual THz photon. The pulsed microwave sourgeiges an external trigger for
detection. This is very useful in cases where itpeat-to-noise ratio (S/N) of the detector
is low. Low S/N is typical during the early stagégsietector development. As the S/N is
improved, the photon signal itself can be usedigger.

The impedance change when a fauxton is detectredasded by measuring the
change in the reflected power at 1.4 GHz. The wti@flected power to incident power
is '|%, whererl™ is the voltage reflection coefficient, definedras (Z-Zo)/(Z+Zo). HereZ
is the time-dependent device impedance, approxiynasistive and near in magnitude
to R, andZ, is the characteristic impedance of the couplimgud, in this case 5Q. The
nanobridge geometry has negligible stray capacitaared the dominant source of

inductance is the self-inductance of the nanobritigsf, which is~ 1 pHum. Thus a 4
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pm nanobridge has an inductive contribution torpedancgal of approximately0.03
Q at the 1.4 GHz probe frequency and approximatelyQ at the 20 GHz fauxton
frequency. At 1 THz, however, this becom25Q. We see that the inductive
contribution to the device impedance can be negteat microwave frequencies, but at

THz frequencies it should be taken into account.

e

Oscilloscope : Cryo Amp
1 Ty=5K
1.4 GHz ; _______
] Probe 1
AVAVAVAVANES = Splitter | Isolator
1 1.2-1.8 GHz
Pulsed 20 GHz
(fauxtons)

Figure 3.4. (a) Schematic of experimental setugdokton testing. LP stands for low-
pass filter and BP stands for band-pass filter. &attenuators have been omitted for
clarity. (b) Photograph of device in single-porcnowave sample holder. The device is
wirebonded to a 5@ microstrip on one side and to the body of the guéded copper
sample holder (ground) on the other. Carbon-loddanh attached to the inside top of the
sample holder is used to attenuate unwanted canotjes.
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The 1.4 GHz probe signal reflected by the devscamplified using a low noise
cryogenic amplifier Tanp = 5 K). An impedance-matched 1.8 GHz low pass filter
designed to be dissipative rather than reflectiviési stop-band, prevents saturation of the
amplifiers by the 20 GHz fauxton signal and alsonta@ns a matched termination at the
output of the directional coupler, which avoids spus resonances. (For more on this
type of filter, see appendix C.) The probe sigaamplified further at room temperature,
narrow bandpass filtered at 1.4 GHz, and couplaéddgdrF port of a commercial
heterodyne mixer. A portion of the original prolignal is used as the mixer LO input,
which is phase-matched to the RF signal. For fauggtection, the IF output is low-pass
filtered and coupled to an oscilloscope. As an eanwe plot in figure 3.5 the reflected
probe power (measured with a diode power detentplace of the mixer) as a function
of temperature with zero dc bias current, and atsa function of dc bias current at a
bath temperature of 240 mK.

In considering the effect of the 1.4 GHz bandgéies, it is helpful to sketch the
frequency spectrum at the RF input of the mixefigare 3.6, we sketch a representation
of this spectrum, where for simplicity we considety a discrete set of frequencies with
a uniform spacinglf. We have a carrier frequency (the 1.4 GHz progedd) that is
modulated by the device response and the theroUfition noise, producing sidebands.
We assume a time constamnt 1/4f, so the sidebands are each represented by a single
frequency component. We also assume that the aenplidise is frequency-independent.

The RF input bandwidtB is set by external filters.
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Figure 3.5. Reflected 1.4 GHz CW probe power (&9 asction of temperature, with no
dc bias current, and (b) as a function of dc biasent at a bath temperature of 240 mK.
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Figure 3.6. Schematic representation of frequepegtsum at RF input of the heterodyne
mixer. Typical values ardf = 100 kHz and ~ 10 MHz.
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The mixer multiplies the different frequency compats, and we assume that the
IF output is filtered so that only components vatlifference frequencxif are recorded.
We can readily see that the ideal RF input bandwislB = 24f, centered on the carrier
tone, as this would encompass both signal sideb#&nldsger input bandwidth only
increases the contribution from amplifier noisewewer, if we assume that the carrier
signal is much larger than the signal and noiselidps, as is generally the case, then
the dominant source of amplifier noise at the fdtediode output will be from the noise
spectral components that mix with the carrier tdnehis case, the additional noise at the
IF output due to an RF input bandwidth that is sl larger than optimum will be
small. Hence the precise value of the bandwRlitdf the bandpass filter on the RF input
does not have a large effect on the measured enesgiution, as long &> 2/t.

The IF output is coupled to a low-noise preamgdifvith adjustable high- and
low-pass filters, and the preamplifier output isipled to an oscilloscope. The passband
of the low-pass filter is chosen to maximum thaalgo-noise. The bandwidth of this
filter does have a significant effect on the measured energglution and should beAf,
as we will see in section 3.4. The high-pass fikarseful to minimize jumps in the
baseline, which are occasionally observed, alth@agting it too high will create ringing
in the pulse decay.

A microwave measurement of the device impedanasstadvantage of the low
noise amplifiers available at these frequenciesaamids problems with electromagnetic
pickup at lower frequencies. We also note thatnmrowave reflection readout
technique could be employed for frequency divisiautiplexing of a large-format

detector array. In this technique, a frequency casrapplied to an array of detectors,
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with each frequency coupling to a particular degeeta a resonant circuit, which can be
fabricated on-chip along with the detectors. THicgion of the entire frequency comb
can then by amplified by a single cryogenic micregvamplifier with a bandwidtB >>

1/7. At room temperature, the amplified signal canrieed down to a lower frequency
range and then coupled to a sufficiently fast agpdedigital converter for processing.
For more on frequency division multiplexing of sugmducting detector arrays, see e.g.
Mazinet al. (2006).

The fauxton pulse has statistical variations enthmber of microwave photons
equal toN*? for a pulse with an average Nfphotons, resulting in a root-mean-square
(rms) energy uncertainty of(NY?), with f the microwave frequency. A 20 THz fauxton
will have 16 + 32 photons at 20 GHz. This corresponds to anemesgy uncertainty of
0.63 THz, which is well below the energy resolutairpresent devices.

The 20 GHz coupling efficiency is calibratiedsitu using Johnson noise
thermometry. With the device aboVg we apply on the dc line a square wave audio
frequency signal that switches between zero antd fioltage, and we measure the
corresponding change in noise on the diode (withnobe signal). Then we apply a
square-wave-modulated (on-off) 20 GHz signal, ad)gghe amplitude to achieve the
same noise signal on the diode. We know the povssipéted in the device by the signal
from the dc line, and we use this to directly daiiee the coupled power at 20 GHz.

The biasing condition is set by resistors mousaitetthe base temperatuf,;,s and
Rewnt In figure 3.4. Copper powder filters mounted & K.and 240 mK are used to
provide additional attenuation of high frequencyseqMartinis 1987). The biasing line

connects to the device through the dc port of a-tea, which has a bandwidth from dc -
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5 MHz. We usetRgynt = 50 Q andRgwnt = 3Q. (Rywnt = 50Q was a standard 30 load,;
Rswnt = 3Q was a 1 dB cryogenic attenuator with a shorting ).« determines both

the dc biasing condition and the load line seeaaldtequencies relevant to the thermal
response, sind&sunt << Ryias = 1 MQ. The optimum dc bias point is the same as the Nb

bolometers discussed in chapter 2.

3.4 Results

The fauxton characterization technique allows udiectly measure the detector time
constant. It also permits us to study the detedtatistics, from which we can determine
the experimental energy resolution. These resale Ipreviously been reported in

Santaviccat al. (2009).

3.4.1 Detector time constant

The time constant is defined as the time for tgeaito decay by a factor ef from the
peak excursion following a detection event. Averhdetected waveforms for both

values ofR¢,n; are presented in figure 3.7. The rise time istlhiby the low-pass filter

on the preamplifier at the mixer IF output, whiahthe data of figure 3.7 was 100 kHz

for Rywnt = 50Q and 300 kHz foRgunt = 3Q. The fall time is exponential, and we fit this
to find the time constanRs,,« = 50Q corresponds approximately to the case of matched
source and load impedances, which is intermedigti@den a current bias and a voltage
bias and hence there is no electrothermal feedibathkis case we should measure the
intrinsic time constantyy= CJ/G. We find 7,= 7 ps, in good agreement with (Wei 2008)

for T=0.30 K.
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Figure 3.7. Normalized averages of h@easured pulses for fauxton detection it
=50Q and 3Q. Dashed lines are exponential fits with time cants of 7us (Rewnt = 50
Q) and 2us Rswunt = 3Q).

Next we calculate the time constant with eleceatial feedback. We start from

the one-dimensional heat flow equation

o =R =P 3D

Becausd&Rynt = 3Q is much less than the device impedance, we haedage bias, and
the input power due to Joule heatingis= VZ/R(T). The power output is due to cooling
via phonon emission, WitRot = Peph = A(T™Than), With a corresponding thermal
conductanc& = dPe/dT = NAT™!. We usen = 5 based on the determination of the
temperature-dependent thermal conductance from P0G8). If we assume a small

temperature risdT, we can expand equation (3.1) to first order,

dAT _-V?dR
= ——AT-GAT 3.2
dt R?dT (32)

whereR, is the equilibrium resistance. The solution toamn (3.2) is an exponential

with a time constant
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wherer, = C/G is the intrinsic time constant amd= (T/R)(dR/dT), which serves as a
measure of the strength of electrothermal feeddégke had assumed a current bias
(positive electrothermal feedback), the additiagnsn the denominator would instead
become a subtraction sign. We note that equati@®) {8equivalent to thes found in
section 1.4.1. For a substrate temperaiysg = 0.24 K and a device temperatdre T,
= 0.30 K, we find good agreement between the caledlvalue of using equation

(3.3) and the measured valag = 2 us with a = 20.

3.4.2 Energy resolution

At different absorbed fauxton energgs, we measure a sequence of fidlses with
Rswnt = 3Q and record each single-shot waveform. In the limesponse regime, the
average peak height is proportional to the fauttequency fiauxon = Eans/h. As an
example, we plot in figure 3.8 a single-shot measent and an averaged measurement
for frauon = 50 THz. These data were taken with a 100 kHzpaws filter on the mixer
IF output. The time constant found from fittingttee averaged measurement is |37
This is longer than the i2s for Ryyyne = 3Q found in section 3.4.1 because of the
dependence of the parameteon the dc bias point, which has been carefullysehdor
optimum signal-to-noise in this measurement. Tlas-biependent time constagi can
also be calculated directly from the dc I-V curas,it can be shown that, for a voltage

bias, @n)(Tean/T"- 1) = (¥G)(dR/AT) = @V/dI - VIN/(dV/dI + VIT) (Karasik 1996).
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Figure 3.8. Single-shot measurement of device respto a 50 THz fauxton, along with
an average of £Gingle-shot measurements for the same fauxtoniérezy.

We determine the peak height at a fixed time dftertrigger for each single-shot
pulse using an average over p2window. We then make a histogram of the heights o
all 10° measurements for each fauxton energy. The histegeae fit to a Gaussian
function to extract the average peak height anduthsvidth at half-maximum (FWHM).
In figure 3.9, we plot the histograms for measunetsef fauxton energies of 50 THz and
25 THz, as well as a measurement with no fauxtatistive same bias point and probe
power. We observe that the response is linearfattkton energy, and the total measured
FWHM energy resolution i8E;a = 49 £ 1 THz. We also plot the histogram of thgnsi
amplitude measured in the samps2time window with the device biased well above the
superconducting critical current iwvhere the device should be, to a good approxanati
a temperature-independent resistor. In this casevitith of the histogram is due
primarily to amplifier noise, and we findEan, = 43 THz FWHM. We can then estimate

the intrinsic device energy resolutidBiyinsc by assuming that the device noise and
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amplifier noise are uncorrelated, and hedEga” = Eamp” + Eintringe-- We find

&intrins’c ~ 23 THZ FWHM.

Ted _ No Fauxtons 50 THz
1004 — opt. bias | [}, 2% T2
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Figure 3.9. Histograms of single-shot device respdn 50 THz fauxtons, 25 THz

fauxtons, and no fauxtons. Also shown is the eneegglution measured with the device
above {.

To calculate the theoretical energy resolutionstaet by expressing the mean
square temperature fluctuations of equation (las3nergy fluctuations,E>> =
ksT °C. Assuming that we are in the isothermal regimé it electrothermal feedback
and the only source of noise is the statisticsnefrgy exchange between the device and

the environment, we get an rms energy resolution

OE, . =+/kgT%C . (3.4)

This is sometimes referred to as the “thermodyndimit,” although it does not
represent an actual limit on the attainable eneegglution. To find the energy resolution
of a real device, we must account for electrothéfeeadback and the contribution of
other noise sources in addition to thermal flugturahoise.

As we saw in chapter 1, the FWHM energy resoluisorelated to th&lEP by
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. -1/2
SE =22In 2[[ ﬂ} (3.5)

< NEP?(f)
where the facto(2In2)"? is from the conversion from rms to FWHM (Mosel€382).
The integration over all (positive) frequenciesuiegs that we consider all relevant
contributions to the total NEP. It is instructivedonsider here the frequency spectrum of
the signal and the relevant sources of noisegurd 3.10, we show an example of such a
spectrum for a device with a time constant pis7 We see that the value of the integral in
equation (3.5) will increase — and herEewill decrease — as we increase the upper limit
of integration up to some frequency that is deteadiby the crossover between the
thermal fluctuation NER and the amplifier NER,, Beyond this point, the contribution
to the integral from further increasing the uppgegration limit will diminish to zero.

The effect of negative electrothermal feedbadk ishorten the time constant,
which moves the crossover between the thermaluicin noise and the amplifier noise
to higher frequency. This improves the energy rgsmh by increasing the frequency
range over which the integral in equation (3.5)tdbates to a decrease#. Hence,
provided we have access to sufficient measurenmardveidth, negative electrothermal
feedback will improve the energy resolution of aengconducting bolometric calorimeter.

In chapter 1, we found that the noise equivalentgy due to thermal fluctuation

noise \NEPy,) in the isothermal regime is given by
NER,? = 4k, T°G, (3.6)
a result that is independent of electrothermallieell. We compared different low-pass

filters on the mixer IF output and selected 100 ladzhe bandwidth that gave the best
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Figure 3.10. (a) Example of device signal and r@héwnoise contributions as a function

of frequency for a device with= 7 us. (b) Corresponding noise equivalent power as a
function of frequency.

signal-to-noise. This frequency is approximately thossover betwedEP,, and

NEP.mp for 7 = 3.7ps. We can then estimate the predicted energy resoloy using
the predicted thermal fluctuatioMEPy, over the measurement bandwidth of 100 kHz.
UsingT = 0.30 K and5 = 2.6 x 10> W/K based on (Wei 2008), we find from equation
(3.6)NEPy, = 3.6 x 10® W/HZ'2. Using this in equation (3.5) and integrating frorto

100 kHz, we get a predicted energy resoludap = 20 THz. This is close to the
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experimental determination of the intrinsic energsolution,dEininsc ~ 23 THz, and
hence we conclude that the intrinsic device peréoroe is consistent with that expected
from thermal fluctuation noise.

To approach the intrinsic device energy resoluiioan experiment, the amplifier
noise contribution must be decreased from its ptesue. If the total white noise
contribution (amplifier noise plus Johnson noiseyevdecreased to 1 K, this would
reducedEam, to 18 THz, which would yiel@Ea = 27 THz fordEinrinsc = 20 THz. In
this case, the dominant contribution to the totedrgy resolution is the intrinsic device
noise. This may seem difficult to achieve, but rdgesearch in the area of parametric
amplification (Castellanos-Beltran 2008, Berg2@08) makes a sub-Kelvin amplifier
noise temperature a real possibility for futureesxpents.

The devices we have studied have a spectral tesoli/dl =~ 1 at 50 THz. To
improve the resolution in future devices, we catuce the Ti nanobridge volume or
decreasd.. A significant reduction iff; would require the use of a different
experimental system, so for the next generatiahegfces we plan to reduce the size of
the Ti nanobridge. From equation (3.4), the eneegplution should scale as the square
root of the active device volume. For a device wétiuced Ti dimensions of Opn x
0.1um x 50 nm, the same valuesTefanddR/dT as the present device, and using the
same 100 kHz measurement bandwidth, the expedidaksio energy resolution is
Eintrinsc = 3 THz FWHM.

We next consider the effect of amplifier noisetloatotal energy resolution for
this smaller volume device. We assume the devigeltage-biased, which is appropriate

for Rewnt = 3Q. A change in resistana® will result in a change in curredt given by
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adll = RIR, wherel andR are the steady state values of the device cuarghtesistance,
respectively. We define the current responsivityhaschange in curremt divided by the
absorbed energdE. For a hot electron bolometric detector, the aurresponsivity is

given by

(5le
d_ (R J _I1(dR)1
E (d_TJ_ 3.7)

dE (C,dT) RUdT)C,’

The electronic heat capaciB is proportional to the active device voluMeWe assume

R anddR/dT are independent &f. The Joule powdrR from the bias current must heat

the device to the same temperature (for a fikg@@nd so should scale ¥sand hence

the bias currenitshould scale a¢"2. Thus the responsivityl/dE is proportional to/ 2.
The energy width due to amplifier current nodgy, is given bydEam, =

Aamp/ (dI/dE). danyp is constant for a given device impedanigi$ fixed at= 50Q for

efficient high frequency coupling). HenéBan, is proportional to/2. From equation

(3.1) we see thalE;insc is also proportional tv”2. Thus, if we achievéEay, <

Einrinsc for the present device, this will also hold fasraaller device with the sanig

using the same readout system. We conclude thdtfeempoise should not prevent the

experimental realization of a significantly impravenergy resolution through the use of

a smaller volume Ti device.
3.5 Conclusion

Using the fauxton characterization technique, weelgemonstrated the feasibility of

THz single-photon detection with a nanoscale Tobwtric device. There remains,

87



however, a great deal of parameter space yet éxplered in these device
characterizations. For example, we have not yelietithe dependence of the device
performance on the bath temperature or the prasgiéncy. Future work will also
include the characterization of devices with a ceduTi volume, which are predicted to
have a significantly improved total energy resalnti

Eventually, the goal is to compare fauxton detecto real photon detection. In
fact, it is possible to perform both measurememthié same experimental system. This
would allow for optimization of the device responseng fauxtons prior to
measurements with real photons. There are seveasbns why the energy resolution for
optical detection of real photons may not match tfained with fauxtons. For
example, photons might couple to the Nb contact theaTi device. Hot electrons in the
Nb could diffuse into the Ti, generating a sigrnattis smaller than would be obtained
for direct photon absorption in the Ti. There iscah small probability that an excited
photoelectron, or the energetic excitations thstilten the Ti, will diffuse into the
contacts before they can share their energy witeratlectrons and relax below the
energy gap of the Nb. Hence the fauxton data reptes upper bound on the
performance (lower bound on the energy resolutdd@) real optical detector. In this
way, the fauxton technique can be a useful toobnbt for preliminary device
characterization and optimization, but also forensthnding detector non-idealities in

real optical experiments.
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Chapter 4

Bolometric Response of I ndividual Single-
Walled Carbon Nanotubes

4.1 Introduction

With a diameter of ~nm and a length that can exdeed, the carbon nanotube is a
highly one-dimensional (1D) material. Conceptualigan be though of as a rolled-up
sheet of graphene, a planar hexagonal lattisgfetfonded carbon atoms. The geometry
of this rolling is specified by two vectors, or dliindices, which completely determine
the intrinsic properties of the nanotube.

The nanotube band structure can be found by take@and structure of
graphene and applying appropriate periodic boundangitions. Graphene is a semi-
metal, with a dispersion relation that crosseseni energy at only two inequivalent
momentum points in the Brillouin zone (Charlier ZD0The application of periodic
boundary conditions, known as the zone-folding seheguantizes the momentum of
electrons in the circumferential direction, resudtin a discrete set of available

momentum states. Depending on the chiral inditesalowed momentum states of a
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nanotube will either cross the Fermi energy, rasglin a metallic nanotube, or will miss
the Fermi energy, resulting in a semiconductingotaive. Two-thirds of all possible
chiral indices produce semiconducting nanotubes oare-third produce metallic
nanotubes.

Semiconducting nanotubes are predicted to hawemnd bap ~eV that scales as
d ™, whered is the tube diameter. Metallic nanotubes haveesli dispersion relation of
energy versus momentum at low energies (<< eV).tWoeallowed momentum points at
the Fermi energy, combined with spin degenerasyltrén four quantum channels. From
the Landauer-Buttiker formalism, ballistic trangpibirough a single quantum channel
has a two-terminal resistanBg = h/é? = 25.8 IQ (McEuen 2002). For ballistic transport
through a nanotube with ideal contacts, the rasistés thudy/4 =~ 6.4 K. The presence

of scattering within the nanotube or imperfect eatg results in a higher resistance. In

this case, the resistanceRs= (h/4€)(L/4) + R, whereL is the nanotube length,is the

electron mean free path, aRglis the total contact resistance, equaki@ plus any
additional resistance due to non-ideal contactsk(P@04, Purewal 2007).

Strain induced by the curvature of a nanotubecceate a small bandgap in what
was predicted in the zone-folding scheme to be liretdhese are sometimes known as
guasi-metallic nanotubes, whose small bandgap (<ni€V) is predicted to be
proportional tad 2. Nanotubes with equivalent chiral indices are grted from this
strain-induced gap by symmetry, and are prediaédzkttruly metallic (Charlier 2007).

Since its discovery in multi-walled form in 199ijifna) and single-walled form
in 1993 (Bethune, lijima), the carbon nanotubelieen the subject of a tremendous body

of research, which we will not attempt to summaheee. For further background on
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carbon nanotubes, the reader is referred to thk &dibed by Dresselhaus, Dresselhaus,
and Avouris (2001) and the review article by ClaarIBlase, and Roche (2007).

In the present work, we are interested in Joudgihg in individual single-walled
carbon nanotubes (SWNT). Nanotubes can suppoeragty large current densities — in
excess of 1DA/cm? (Yao 2000), which is significantly larger than@pper wire — which
makes them attractive for electronic device appbcs. These large current densities
lead to significant Joule heating. As a resultf-Behting effects are important in
determining the performance of nanotube-based dsvithese self-heating effects also
provide a tool for studying the non-equilibriumalen properties of this unique one-
dimensional conductor. We demonstrate how the nidetd temperature-dependent
resistance, which gives its bolometric response beaused as an electrical probe of the
nanotube electron temperature. Measurements @&l¢lcron temperature as a function of
dissipated power are used to study the inelasticgases by which the electron system
loses energy to the environment.

Several previous works have studied Joule heatingdividual SWNT, both on-
substrate and suspended, at room temperature and @Park 2004, Pop 2005, Pop
2006, Pop 2007, Deshpande 2009). We focus on aduiglity individual SWNT on an
electrically insulating substrate in the low tengiare regime (4 - 250 K). Lower
temperatures result in greater thermal decouplirtbeoelectron and phonon systems,
facilitating the study of low energy inelastic pesses of the electron system. By
studying nanotube sections of different lengthsaweeable to distinguish the
contributions to the energy relaxation of the elatisystem from electron-phonon

coupling and from hot electron outdiffusion.
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4.2 DC characterization

The nanotubes studied in this work were grownatterned by Meninder
Purewal in the group of Prof. Philip Kim at Coluraliniversity. The sample we have
studied is the same sample referred to as M1 iavialet al. (2007). The nanotubes are
grown using chemical vapor deposition on a degeelgrdoped silicon (Si) substrate
with a 500 nm thick oxide (SKP The doped Si substrate is used as a global dpetek
The growth procedure produces nanotubes that ate mylimeters in length (Hong
2005). Palladium (Pd) electrodes are fabricatadabus separations along an individual
nanotube. Pd is used because its work functiologely matched to that of the nanotube,
and experimentally it has been found to producé Qigality (low resistance) contacts
(Javey 2003, Mann 2003). Further details on samuue/th and fabrication can be found
in Purewal (2008).

We report two-terminal electrical measurementsasfotube samples with lengths
of 2, 5, 20 and 5@im, all of which are separately-contacted sectidrib@same
nanotube (figure 4.1). The diameter of this nanetisl®.0 +/- 0.2 nm, measured with an
atomic force microscope, and the saturation cumest measured to be < g8,
ensuring that it is an individual single-walled éufFPurewal 2007). The nanotube
chirality is not known.

The dependence of the dc resistance on the baek/gliage is shown in figure
4.2 for the 2Qum nanotube at bath temperatures of 4 K, 77 K, &%lk2 We see that
this is a quasi-metallic nanotube with a small lggapd The hysteresis in the gate-
dependent resistance has been attributed to ctrapgeng in the Si@dielectric (Fuhrer

2002, Radosavljevic 2002). The resistance is amim for large negative gate voltages,
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indicating slight p-type behavior. This p-type belbais attributed to the mismatch
between the work functions of the nanotube andPtheontacts (Nosho 2006). All
subsequent measurements described in this chapterconducted at a back gate voltage
of -30 V, where the two-terminal conductance isaximum and is insensitive to small

variations in the gate potential.

Figure 4.1. Optical image of one section of theatabe sample showing the Pd leads.
The nanotube (not visible) is oriented verticafiythe center of the image.
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Figure 4.2. Two-terminal resistance of @@ nanotube as a function of backgate voltage

at different bath temperatures. The gate voltagavegpt in both directions, as indicated
by the arrows, to show hysteresis.
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The dc resistance as a function of temperaturalfdour nanotube lengths
measured with a small dc bias currest300 nA is presented in figure 4.3. These
measurements indicate a temperature-independetaiatoasistanc. ~ 8 kQ, close to
the quantum-limited contact resistancéRg#t = h/4€” ~ 6.4 K2, and an internal
resistanc&; ~ 1 kQ/um at 4 K that increases 1012 kQ/um at 300 K, consistent with
the results of Purewat al. (2007).

In the insets of figure 4.3 we plot the measurededistanc® = V/I as a function
of the dc bias currentat a bath temperatulig.n = 4.2 K. For measurementsTats, < 20
K, a local maximum iR is seen at zero bias current. This zero-bias alyofdBA) has
been discussed in a number of previous works, asdlternatively been described in
terms of a reduced density of states for tunnehitma Luttinger liquid (Yao 2000, Gao
2004) or Coulomb blockade (Kanda 2004, Dayen 200%ither case, the ZBA is
related to non-ideal contacts. Man = 4.2 K, as the bias current is increased abdve 0.
WA, the contacts recover ohmic behavior &displays a monotonic increase with
increasing bias current. We measure upsd YA, which is high enough to show
significant heating effects but still well belowetksaturation current ef 25 A (Yao
2000).

The increase iR with increasing is attributed to Joule heating of the electron
system in the nanotube. We assume that, away fier@dBA, the non-equilibrium dc
resistance (finite bias current) and the equivadepilibrium dc resistance (small bias
current) correspond to the same average electropei@ture. Hence thH&(T)data can be

used to assign a temperature to the electron systémR(l) data. To test this
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assumption, we use Johnson noise to directly daterthe electron temperature as a

function of the bias current, as described in tfet Section.
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Fig. 4.3. DC resistance of as a function of temfpeeameasured with a dc bias current of
300 nA for each of the four nanotube lengths. lisabw dc resistance as a function of
bias current at a bath temperature of 4.2 K.

4.3 Johnson noise

The Johnson noise temperatlisdor a device with a non-uniform temperature is

L
given byT, :ITe(x) R % d>/( R, ), whereTg(x) andR(x) are the position-dependent
0

electron temperature and resistance, respectilvetythe nanotube length, aR¥; is the

95



total internal resistance of the nanotube. Foritotm temperature and no contact
resistance, this becomés= Te.

To determine the electron temperature profildhannanotube, we use the one-
dimensional steady-state heat flow equation,

0 0T
V&Kdiff a_;'*' P.—B(T-T,)=0. 4.1)

The first term is due to electron diffusion, wihy the thermal conductivity due to
diffusion, V the nanotube volume, amdhe position along the axial direction of the
nanotubePy. is the Joule power dissipated by the dc bias ntrfiene third term is the
cooling power due to electron-phonon coupling, vehgandp are constants determined
experimentally using the data from the longest hames, for which end effects should be
negligible (discussed in the next section). Thet@actresistance is incorporated via the
boundary condition

0T,
K it A&

:GC('E5

x=tL/2

s~ o) (4.2)

whereG; is the thermal conductance at the contacts, diyeihe Wiedemann-Franz law,

G. = /TeolRe, With “'the Lorenz numbeR. the contact resistance at each contadt,

kQ; andT.on the effective contact temperature. We assumedarthatTcon = Tpath
We determinecir = Ggir(L/A), with A the nanotube cross-sectional area latige

length, using the Wiedemann-Franz &y = .#Te/Rint, with Rt = (R —8 kQ). In the

temperature range 50 — 200Kijs approximately linear i, and we make the
approximatiorR; = aT and determiner from a fit of this function to th&(T)data in

this temperature range. This results in a temperatwependenkyir. The Joule power is
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Puc = 1°Rint, Where we assume that the power dissipated inghi&cts does not heat the
nanotube. Equation (4.1) can then be numericallyesiofor T¢(x) with the boundary
condition of equation (4.2).

We find that most of the temperature increasdiveldo the bath temperature is
across the contacts. The temperature variatiorgdlmalength of the nanotube is smaller
than the temperature change at the contacts foaattube lengths. As an example, we
plot in figure 4.4 the calculated temperature pedior the 20um nanotube with a bias
current of 2uA at Tpan = 4.2 K. The relatively small temperature variatadong the
length of the nanotube results from the thermatlcotance from electron diffusion over
the electron-phonon inelastic scattering lengtimdgp@nuch larger than the contact thermal
conductance, as we will see in the next sectioseBan this temperature profile, we
make the simplifying assumption that the local temapure and the average temperature

can be treated as equivalent.
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Figure 4.4. Calculated electron temperature prédite20 um nanotube with A bias
current affpan = 4.2 K.
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To measure the Johnson noise, we employ a ditiafeneasurement technique
with an alternating bias current that switches leetvOpA and a finite current at 83 Hz.
We measure at bath temperatures of 4.2 K and At Kyah = 4.2 K, we use QA rather
than OpA in order to avoid the ZBA feature. The noise isasured with a 50
microwave amplifier through a bandpass filter vatbandwidth of 10 MHz centered at
approximately 50 MHz. The output is coupled to @d@i, and the diode response is read
on a lock-in amplifier synchronized to the 83 Hading signal. In converting the
measured noise power difference to a change irenemperature, we account for the
change in the device resistance with the changemcurrent. This affects both the
coupling efficiency and the emitted amplifier norsflected by the device. (The noise
emitted by the amplifier input is found to be stighess than half the measured amplifier
noise temperature.) We assume that only the naeatdérnal resistance is heated by the
bias current and that the contact resistance ipeesture-independent (Purewal 2007).
We also assume that the nanotube is longer thaglébron-phonon inelastic scattering
length, and hence the contribution from shot n@seegligible (Steinbach 2006). We
will see in section 4.4 that this assumption isoe@ble at least for theyn and longer
nanotubes.

We plot in figure 4.5 the relative temperature@ase determined from the
Johnson noise measurement of thexbnanotube at bothy;h= 4.2 Kand 77 K. The
standard deviation is approximately the same szbedata points. Also plotted is the
temperature increase inferred from theR{®) andR(l) data. We see good agreement

between the temperature increases determined tieeg two approaches. We conclude
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that, away from the ZBA feature, the dc resistae@measure of the average electron

temperature for both the equilibrium and the noaHézyium cases.

180 o Johnson noise data
1 —— DC data
120
g -
o) 80 ]
|_
(/O -
40 —
] T,=4K
0 ]
I T T T T I T T T T I T T T T I T T T T I T T T T I
0 1 2 3 4 5

Bias Current (uA)

1604 0O Johnson noise data
| —— DC data

120
g 4
_° 80
2] 4
40

g T,=77K

I T T T T I T T T T I T T T T I T T T T I T T T T I

0 1 2 3 4 5

DC Current (uA)
Figure 4.5. Increase in the average electron teaypedT,. of the 5um nanotube device

at Tpa = 4.2 K (top) andpan = 77 K (bottom) measured via Johnson noise. Alstigd
is the increase in electron temperature inferrethfdcR(T) andR(l) data.

4.4 Thermal conductance
We next describe how the dc data are used tordeterthe thermal conductance
for cooling of the electron system. The dc resistast each value ofis converted to an

electron temperature using the measueE€n) | is then converted to Joule powRr
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I%R — R), where we subtract the contact resistaRce 8 kQ because the power
dissipated by the contact resistance is in thedatacts, which we assume act as thermal
reservoirs. Differentiating the Joule power witspect to the electron temperatiige

yields the thermal conductance for cooling of tleeton system in the nanotulie =
dP/dTe. This is plotted as a function ®f in figure 4.6 for the all four nanotube lengths.
Although we measure abah = 4.2 K, we only determin@ for T, > 20 K because of the

ZBA feature.
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Figure 4.6. Thermal conductance as a function efaye electron temperature for 2, 5,
20 and 5Qum nanotubes at a bath temperature of 4.2 K. Dasmeslillustrate T, Tand
T° dependencies.

The time constant for cooling of the electron sgsis 7= CJ/G. The electronic
heat capacitf. for a metallic nanotube with one partially fillbdnd is calculated by
Benedictet al (1996) forTe << hvg/(27kgr) asCe = 877Lks’To/(3h\), wherer is the
nanotube radius. In figure 4.7, we convert the miesks into the thermal time constant
using this calculate@.. We see that the thermal time constant of the todneoelectron

system is extremely fast, < 10 ps, even at low satpre.
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Figure 4.7. Time constant for cooling of the elentsystem determined from the
measured thermal conductar@eand the calculated electronic heat capaCity

In order to understand the different temperataggmes observed in the thermal
conductance data, we consider the thermal modé¢hénanotube electron system that is
illustrated in figure 4.8. At low energies, there &vo parallel cooling pathways for the
electron system. The first is cooling via inelastattering with acoustic phonons, with a
thermal conductanceGn If hot phonons do not leave the nanotube betueg share
their energy with another electron, then this wdd a thermal conductance in series with
Ge-ph Which we call the phonon thermal conductangg The parallel cooling pathway is
the outdiffusion of hot electrons into the contadgtsis is represented by a diffusion
thermal conductanceqs in series with a contact thermal conductangelfGlectrons
exceed some threshold energy, they can also entabphonons. We describe this as an
additional parallel cooling pathway with a thermahductance gz. The total thermal

conductance G is thus

G=(G

e-ph ph

4G, ) +( Gyt + GIY) T+ G, (4.3)

c op

101



Gcontact Gdif

T, PW—WWMC_ T

e-ph

G
GF,h op
Tb

Figure 4.8. Thermal model for cooling of the nam&telectron system.

At temperatures above approximately 120 K, we olesthatG increases rapidly
with increasing temperature, approximatelyla’s The onset of this behavior moves out
to higher temperature for longer nanotube lengthss rapid increase i@ at higher bias
currents is consistent with the onset of scatteviagurface polar phonons (SPPs), which
have a predicted threshold energy of 50 meV iga@ilidioxiode (Petrov 2006,

Perebeinos 2009, Rotkin 2009). SPPs are colleptlarization modes on the surface of
a dielectric, analogous to plasmon modes on a reetédce. Once the potential
difference between inelastic scattering eventseds®&0 meV, electrons have a high

probability of losing energy by scattering with BFSin the silicon dioxide substrate. The

nanotube electron mean free pétban be determined frora= (6.5 kQ)/(Ri/L) (Park

2004, Purewal 2007).The mean free path determm#éus way afle~ 120 K is
approximately 21m. The potential drop over a length ofith at the onset of the>

behavior is= 30 mV for all four lengths. Additionally, thermlatoadening of the energy
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distribution is approximatelgsTe =~ 10 meV aff. = 120 K. By comparison, inelastic
scattering within the nanotube has a predictedstiulel energy of approximately 160
meV for zone boundary phonons and 200 meV for appbonons (Park 2004). These
threshold energies are too large to describe ttee dad only the emission of surface
polar phonons is consistent with the observed bhehabove 120 K.

From 50 K to 120 K@ scales approximately 5. In this temperature and
current range, optical phonons should not be excAeoustic phonon scattering has a
contributionGe-pn o L, with L the nanotube length. Outdiffusion has a contrdyufrom
one dimensional diffusiorGyi o L™, in series with a contribution from the contact
resistance(.. We use the Wiedemann-Franz law to deterrigng where the effective

diffusion thermal conductance is a factor &fi@ ~ 13 larger than the end-to-end

diffusion thermal conductancél/R,; when we consider the temperature distribution

along the nanotube with cooling out both ends (BUr&97). We also assurg is
determined by the Wiedmann-Franz law, using atasie of 2 K for the two 4 K
contacts in parallel, where the temperature useltermines. is Teon

To determine the contribution of,6&swe compare the measured G in this regime
for the longer nanotube lengths, in which the dbatron from outdiffusion is expected
to be negligible, to previous experimental deteations of the phonon thermal
conductance. Mauret al (2006) and Popt al.(2007) determine a phonon interface
thermal conductance per unit length = 0.2 - 0.3 W/Km from electrical breakdown
measurements in aif & 900 K at breakdown) on sapphire and oxidizedailic
substrates, respectively. Sftial. (2009) findgi,: ~ 0.01 - 0.06 W/Km for a single-walled

nanotube on an oxidized silicon substrate near r@wnperature using a scanning
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thermal microscope to determine the local latteragerature in a Joule-heated nanotube.
The phonon interface thermal conductance scaleardiywith the phonon specific heat
and hence with the lattice temperature (Prasheb)200wve scale these experimental
values forgi,; to a phonon temperaturel0 K, we geti ~ 10° W/Km. ForTe between

50 and 120 K antl = 5 pm, our measurement yieldss 2.4 x 10° T2 W/Km for the

longer nanotube lengths. Fbs= 50 K, this isg~ 6 x 10° W/Km. This is significantly
smaller than the estimated phonon boundary condcetper unit lengthin;, and hence

our experimentally determined thermal conductand&is regime should be dominated
by electron-acoustic phonon scattering, and nahbyphonon thermal conductance.

We then we fit equation (4.3) to the measured ftata the four nanotube lengths
at different temperatures, neglecti@g, andGyp, and usingGe.ph andTcon as fitting
parameters. We impose the requirements@aak « L andTcon is independent df. As
an example, we plot in figure 4.9 the measurederafi& for all four device lengths dt,
= 80 K, as well as a fit to equation (4.3). Frons fit, we extractlcon= 18 K andGe.pn =
(1.5 x 10%L in units of W/K, wherd_ is the nanotube length in meters. The fitting give
a good determination @..pn but the value of o, can vary by as much as 50% while
still achieving reasonable agreement with the nreaksdata. Comparing fits at different
temperatures in the range of 50 - 120 K, we fagh~ (24 x 10° L T.%) W/K, whereL is
in meters.

This enables a determination of the constgaadp in equation (4.1), as

-4

Ge— ph dTe

[ﬁ(Tep - pr)]. We findp = 3 andB = (8L) nW/K>. Similarly, the time

constant determined in this regime should be tbetedn-acoustic phonon inelastic

scattering time. Using the calculat€g we find 7e.pn~ (394/T) ns.
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Figure 4.9. Measure@ and fit to equation (4.3) fofe = 80 K. Also shown are the values
of Ge-ph Ggirr andG, from the fit.

The contribution to the cooling from the outdifis of hot electrons becomes
significant forL < 1 um, although the exact crossover length dependeegléctron
temperature. For these shorter lengths, we@ndG.. Thus, for short nanotube devices,
the contact resistance is critical in determinimg temperature rise of the electron system

due to Joule heating.

ForTe below approximately 50 K, the temperature-depeoder thermal
conductance becomes weaker tAarwith G ~ (1.6 x 16 L Te) n"W/K. This corresponds
to an approximately temperature- and length-inddpetthermal time constant- 6 ps.
This may be due tG,n, as the phonon interface thermal conductanceediqted to scale
linearly withT (Prasher 2005). Because of the diminisidRjdTat these lower

temperatures, the signal-to-noise in the thermatinotance is also diminished.
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45 Differential resistance
In the absence of non-thermal nonlinearities, ifferéntial resistancdV/dl can be
related to the dc resistanRe= V/I through the thermal conductanGeWe start by

differentiating Ohm'’s law,

dV = Rdl+ IdR= Rdk (d—RJ dT= Rd+—l(ﬁj d (4.4)
dT Gl dT

where we have used the definitiGn= dP/dT. We differentiatd® = IV to getdP = VvdI +

IdV. Using this expression faP in equation (4.4) and solving fdi/dl, we find

, P dR

av _ " RGdT
" 'Rl_PdR' (4.5)

RG dT

We can use this relationship to test our deterticinaf G. In figure 4.10 we plot
for the 5um nanotube afyan = 4.2 K the differential resistance calculatedrfrequation
(4.5) using the experimentally determin@ds well as measured valuesRyP, and

dR/dT dV/dlis only calculated fofe > 20 K because of the ZBA feature, as discussed

60 O calculated dV/dl
—— measured dV/dl

= 50 ¢¥WBag % --- measured VI
= 40 7 o )
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Figure 4.10. Measured and calculated differenéaistance, as well as measured dc
resistance, for pim nanotube atpan = 4.2 K.
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previously. In this calculation, we assume thayd®yl; is heated, and th&; is a
temperature-independent ohmic resistor. We alsiotidpomeasuredV/dl andR = V/l as
a function of the dc bias current. The excellemeament between the measured and
calculated values afV/dl, with no adjustable parameters, supports the ialkd the

determination ofs.

4.6 High frequency response
It has been proposed that a carbon nanotube ceulddd as a bolometric heterodyne
mixer with a very wide IF bandwidth (Yngvesson 206 section 4.4, we saw that the
thermal time constant for a single-walled nanotisbextremely fast, < 10 ps, consistent
with that proposal. In previous studies of the wneave response of carbon nanotubes,
the measured response has been dominated by ttecalg(non-thermal) contact
nonlinearity (Rodriguez-Morales 2006). Those expents were performed on
nanotubes with significantly higher contact resiseathan the samples we have studied.
Measurements of the response to THz frequency Isifna&e seen evidence for a
bolometric response in nanotube bundles with retftihigh contact resistance (Tarasov
2007, Fu 2008). The contribution of the contactlmearity is believed to be diminished
at these higher frequencies because the contaatidaas an effective parallel
capacitance. There has also been a report of ypagl®metric response in a suspended
large-area (~mRA) mat of carbon nanotubes, but with a very slowetionstanty = 50
ms (ltkis 2006).

In order to study the high frequency responseuofnanotube samples, we have

performed microwave heterodyne mixing measuremesitgy the same experimental
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system described in section 2.3. Because the cagnoet designed for high frequency
coupling, we performed these measurements with M8 input frequencies.

However, with proper coupling structures, the same@surements could be performed at
GHz frequencies. The technique is similar to thestcdibed in section 2.3, although this
measurement was performed with a dc current bthsréhan a voltage bias.

In chapter 1, we found that the low-frequency bwétric responsivitys(0) =
I(dR/dT)/G wherel is the dc bias current ari@lis the thermal conductance. With
electrothermal feedback is replaced b = G +1%(dR/dT)for a voltage or current
bias, respectively. More generally, we can defgfor a device with resistanéethat
sees a load resistanRe asGer = G + I%(dR/dT)(R-R)/(R+R.). For a derivation of this

result, see Galeazzi and McCammon (2003). The feguiency responsivity is then

s(0) = IG(ZFTQ)

1+(I2dRJ(R—Rj
GdT){ R+ R

whereR = V/I. In this measuremert®_is the 50Q amplifier input impedance. In figure

(4.6)

4.11 we plot the responsivity as a function ofdleebias current &y = 4.2 K. In this
data, we have corrected for the coupling loss dubé large impedance mismatch
between the device and the amplifier. As beforeassume that only the internal
resistance is heated, andiRa temperature-independent ohmic resistor. plstied is

the measured noise floor, which is not flat becdheeadevice impedance, and hence the
coupling efficiency, changes with the bias curr&¥é also plot the responsivity
calculated from equation (4.6) using the thermaldeatance from section 4.4. We do not

determine the calculated responsivity near zers tuarent because of the ZBA, as
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discussed previously. We note that there are nastat)le parameters in this calculated

responsivity.
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Figure 4.11. Responsivity from microwave heterodymeing measurement, along with
responsivity calculated using equation (4.6)[ak = 4.2 K. Also plotted is the
experimental noise floor.

The response is approximately symmetric betwesitipe and negative bias
current, and we observe two distinct pairs of pe@ke outer pair of peaks is in excellent
agreement with the calculated bolometric respotysising the experimentally
determined thermal conductance. The inner setafis aligned with the low-bias ZBA
feature, and we attribute these to the contactelalectrical nonlinearity and not to a
bolometric mechanism. In measurements aldgyg = 20 K, only the outer set of peaks
are seen.

Now that we have determined the bolometric respagsand the thermal
conductance, we can calculate the predicted ouipige temperature due to thermal
fluctuation noise, as discussed in section 1.4 céfethen determine if this noise source
makes a significant contribution to the measuradenof section 4.3. The largest noise

temperature due to thermal fluctuation noise cpoads to the largest bolometric
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responsivity, and is found to bg, ® 3 K. This value is within the experimental
uncertainty of the noise measurement of sectionah@ hence the contribution from
thermal fluctuation noise does not alter the resoiitthat section.

The heterodyne response arises from the I-V neatity, and hence is
proportional to the second derivative of the I-\v@u This is true regardless of the
physical mechanism for the nonlinearity. To caltaithe responsivity from the I-V
curve, we start by taking the Taylor expansiorhefc¢urrent as a function of voltage up
to second ordet(Vo+ V) = I(Vo) + (dI/dV)V + (1/2)(FI/dV?)(V)?, whereVy is the
equilibrium bias voltage andV is small voltage change from a high frequency inpu
signal. We then take the time-average of the ctigleange< d> = <I(V o+ dV)-1(Vo)> =
(1/4)(RI/dVAV,%, where(V) = V212 with Vs the high frequency input voltage. The
current responsivity, in units of A/W, is th&n= < d>/P, where the high frequency

input powerP = (V¢%/2)/(dV/dl), and thus

1( d?l \(dV
== -— . 4.7
3 2(dv2][ dlj 47
The voltage responsivity, in units of V/IW,$ = § (dV/dl), or
1( d?I\(dvY
== — . 4.8
* 2(dv2j( dl j (4.8)

In figure 4.12 we ploS, determined from equation (4.8) using the measlikédurve,
along with the measures), for comparison. The calculat&] clearly contains both sets
of response peaks, the bolometric response at hinjae current and the contact (ZBA)
response at lower bias current. The calculatedacbnésponse is consistent with the

measured contact response. The bolometric respatadated from equation (4.8) is
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larger than the measured response and the caldutgponse using equation (4.6). This
is because the measured heterodyne mixing respoase 10 MHz, where the device is
approximately voltage-biased by the GGamplifier input impedance. The calculation
using the current-biased dc |-V curve does notwaphe electrothermal feedback that is
present in the heterodyne mixing measurement. dhemermal contact response,

however, is unaffected by electrothermal feedback.
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Figure 4.12. Responsivity calculated from the meadil+V curve as a function of bias
current for the Jum nanotube afpa = 4.2 K. Also plotted is the measured responsivity
for comparison.

The measured bolometric responsivity is very largéF V/W. This is similar to
the best responsivity obtained with the supercotidg@iobium microbolometers
discussed in chapter 2. Taking advantage of themely fast thermal response,
however, will require readout with a 8Dhigh frequency amplifier. In this case, the
measured responsivity will be diminished by theptimg efficiency, which is ~186 for
the lowest resistance (shortest) nanotube sanmgoless smaller for longer nanotubes. A

resonant impedance transformer could be used td &vs coupling loss, but this is only
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practical over a narrow frequency range and coatdmake use of the full device
bandwidth. Using an array of nanotubes to decréfasdevice impedance can improve
the coupling (Rutherglen 2008), but this will atkecrease théR/dTand hence the
responsivity.

For these reasons, it seems unlikely that thetnhedyolometer will supplant the
superconducting bolometer for high-sensitivity déta. In applications requiring very
large output bandwidths, the nanotube bolometehtpgpve to be a competitive
detector technology. There remain, in any casejfggnt issues involving the
reproducibility and reliability of nanotube devitadrication that need to be solved before
nanotube bolometers — or most other nanotube-lsades — can become a practical

technology.

4.7 Conclusion

We have shown how experimental techniques develfipatharacterizing bolometric
detectors can be employed to study inelastic peeseis a single-walled carbon
nanotube. In particular, we demonstrate that sirdpleeating measurements can be used
to determine the thermal conductance for coolinthefelectron system. This technique
requires a nanotube with ohmic contacts. Our ndmestinave such contacts for electron
temperatures above 20 K. By comparing nanotubéosscof different lengths, we are
able to distinguish between the contribution totttermal conductance from cooling due
to electron-phonon coupling and from the outdiffunsof hot electrons. We also see
evidence for strong cooling at higher bias currém electrons coupling directly with

surface polar phonons in the insulating silicorxdle substrate.

112



A detailed understanding of the relaxation oféhextron system is important for
many proposed applications of nanotube electromchijding the use of nanotubes as
extremely fast bolometric detectors. It is als@vaht to our recent proposal to use the
THz bolometric response as a tool to study highuescy charge excitations in a single-
walled nanotube (SantavicBaoc. IRMMW2008). If an antenna-coupled nanotube is
used in place of the antenna-coupled supercondulbbtometer in the THz spectrometer
described in chapter 2, the power coupled to tim®tdre, and hence its bolometric
response, will be a maximum when the input frequaemcresponds to a multiple of a
half-wave resonance on the length of the nanoflibese resonances can be used to
directly determine the propagation velocity for ideaexcitations on the nanotube. Such
an experiment would help to resolve the open goestf whether high frequency charge
excitations in one-dimensional conductors such siagle-walled carbon nanotube are
described by Fermi liquid theory or Luttinger liguheory, as these two theories make
non-trivially different predictions for the chargeopagation velocity (Burke 2003).
Using the results from this chapter as a scienfifimdation, we hope to perform such an

experiment in the near future.
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Chapter 5

Conclusions and Future Work

We have performed a systematic study of the supdreziing niobium microbolometer
at microwave and terahertz (THz) frequencies. tieMice has been designed for
applications in THz spectroscopy of room tempermsamples. In particular, the fast
response of the detector (~ ns) enables time-redsivectroscopy measurements that
complement the capabilities of existing experimesyatems that achieve sub-ns time
resolution with an optical delay line.

The measured detector response time agrees weiiops determinations of the
electron-phonon inelastic scattering time in thimfmiobium. We used Johnson noise to
accurately determine the thermal conductance ofithigium electron system aboVegas
a function of temperature. This enables a determin&f the predicted noise at the
superconducting transition due to statistical tharctuations, which we find is

consistent with the measured noise performanceamiiie device response bandwidth,
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with 1/f noise becoming appreciable only below 100 Hz. \Meehalso characterized the
device response as a function of signal power ail temperature.

To study the device response at THz frequenciesjegigned and built a THz
Fourier transform spectrometer using a broadbaackbbdy source. This enabled
measurements of the input coupling, which is prilpaetermined by the geometry of
the planar antenna structure. We fabricated artddetevices with two antenna types, the
double-dipole and the log spiral. The measuredtsglgesponse is consistent with
electromagnetic simulations. We also performedchéral demonstration of this device in
a time-resolved terahertz spectroscopy applicairowhich we measured the free carrier
lifetime in photoexcited silicon and gallium arsgsi

Such a detector could be employed for similar daeier lifetime measurements
in other materials, such as semiconductor nanapaftims, which are candidate
materials for next-generation photovoltaics (Turd@d2, Baxter 2006). Another
interesting potential application is in studiegpaodtein folding, as THz signals couple to
molecular motion involving secondary and tertiargtpin structure (Chung 2005). Such
a detector would also be well suited for use itz Version of the Balle-Flygare
microwave cavity ring down spectrometer, which oaverful tool for probing the
modes of highly excited molecules (Balle 1981, Bl2W01).

These niobium detectors were designed to optithizentrinsic tradeoff between
detector speed, sensitivity, and power handlingpsforming time-resolved
spectroscopy of room temperature samples. In celatek, we have characterized a
superconducting titanium bolometric detector thaswesigned to achieve extremely

high sensitivity, but at the price of a slower @sge time and greatly reduced power
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handling. This device has a much lower critical penature of 0.3 K and a reduced active
device volume. The goal of this work is to credie first energy-resolving THz single-
photon detector. Coupling such an ultra-sensitetector to a room temperature THz
photon source, even one that is highly attenugtesks significant technical challenges.
In order to perform device characterization andnojziation, we developed a new
experimental technique. In this technique, the gyef a single THz photon is simulated
by the absorbed energy of a short microwave pM&ecall this microwave pulse a faux
photon, or fauxton. This technique allows the devebe operated in an extremely
“dark” environment with input coupling that is welhlibrated and input energy that is
easily tunable.

In these experiments, we have demonstrated thatahice response time is
consistent with predictions based on electron-phaimupling with strong negative
electrothermal feedback. By studying the detecttatistics, we are able to determine the
energy resolution. We find that the experimentalles are in good agreement with the
predicted energy resolution based on the relevantss of noise and the effect of
electrothermal feedback.

In future work, we hope to demonstrate the deteatif real single mid-infrared
and THz photons with these devices. These expetswatl be conducted in
collaboration with colleagues at the Jet Propulsiab. The use of the fauxton
characterization technique can set a benchmargufdn optical measurements, and it also
offers the capability fom situ measurement optimization using fauxtons prioht t
detection of real photons. Comparison of thesetests will allow us to explore the issue

of energy equilibration following the absorptionafeal (~meV) photon.
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A significant portion of the work described indlhesis involved the
development of experimental techniques to use sem&lectrical measurements to
determine the thermal state of a micro-device yagenic temperatures. Besides detector
characterization, these techniques can also bésdppl study the electrothermal
properties of novel nanosystems. We have perfosuet a study of an individual
single-walled carbon nanotube. Using Johnson naisegstablished that the dc
resistance is a direct probe of the nanotube ele¢emperature at finite bias current.
This requires a nanotube with ohmic contacts, wiidhue for our sample at electron
temperatures above approximately 20 K.

By performing measurements as a function of teatpe, and by measuring
nanotube sections of different lengths, we were &dbdevelop a detailed model for the
inelastic processes of the nanotube electron syséémfind that, at high bias current and
temperatureTe > 120 K), the cooling of the nanotube electrortays increases rapidly
with increasing temperature, with the thermal canance scaling approximately &s.
This behavior is consistent with the recently psggbmechanism of emission of surface
polar phonons directly into the silicon dioxide strhte.

At intermediate temperatures and bias currentsréegmately 50 K <T, < 120
K), the thermal conductance scales linearly withrianotube length and approximately
guadratically with the electron temperature. By panmg our measured thermal
conductance with previous determinations of thenpinahermal conductance, we
conclude that the limiting process for removingrggeas electron-acoustic phonon
inelastic scattering. This also enables a detetmimaf the electron-acoustic phonon

inelastic scattering time, which is very fast, <@
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Below 50 K, the thermal conductance scales liyeaith the nanotube length, but
the temperature dependence becomes weakefTthaand is approximately linear .
This is an unexpected result, as a thermal condoetthat is linear in temperature
implies a temperature-independent inelastic s¢agieime. The understanding of this
result remains an open question, although we satcthat it may be due to the phonon
interface thermal conductance.

With the experimentally determined thermal condoce, we can use the dc
resistancd = V/I to predict the differential resistande/dl with no adjustable
parameters, and we find good agreement with exgatinidditionally, the measured rf
heterodyne response agrees well with the calcutatgzbnse using the thermal
conductance data. These results are strong conimmsathat our determination of the
nanotube thermal conductance is correct.

The techniques used here to study the single-tvallebon nanotube could also
be employed to study the electrothermal propeaiether conducting nanosystems. One
interesting possibility is to study the bolometgsponse of a carbon nanotube or a
graphene sheet that exhibits proximity-induced stgeluctivity (Kasumov 1999,
Heersche 2007). The resulting superconducting betoodevice would combine the
strongly temperature-dependent resistance of acupauctor with the extremely small
heat capacity of an atomically thin nanotube opbeme sheet, resulting in an
exceptionally fast and sensitive bolometer. Sudk\ace would be very interesting from

both a fundamental physics perspective as welbaagdplications.
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Appendix A:

Fabrication of Niobium Microbolometers

A.1 Fabrication process
In this section, we describe the fabrication of dpécally-patterned antenna-coupled
niobium (Nb) microbolometers discussed in chaptéitiz devices are fabricated on 200
pum thick, double side polished, high resistivityd® kQcm), float-zone, 2” silicon
wafers (CrysTec GmbH Kristalltechnologie). Thetfgeneration of devices, with 38n
double-dipole antennas, was patterned with eledtemm lithography. This fabrication
was performed by Matthew Reese and Dr. Luigi Fraynand has been described in
(Reese 2006, Reese 2007). Subsequent devicesifigtiet antenna geometries were
patterned with optical lithography, which enables simultaneous fabrication of > 100
devices. For this process, a photolithography mesk designed in AutoCAD, and the
mask was produced by Photo Sciences, Inc. An iroatjee CAD file used to produce
the mask, as well as a close-up showing four claiesshown in figure A.1.

The device fabrication described here was perfdimigh Anthony Annunziata

and Dr. Luigi Frunzio using the facilities in thieanroom of the Yale Center for
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Microelectronic Materials and Structures. Firs Wafer is cleaned by sonicating in
acetone and then methanol for 3 min. each, folloledashing in de-ionized (DI) water
and blowing dry with nitrogen. We next spin on 3&ypSC1827 photoresist at 4,000 rpm
for 60 sec. The nominal resist thickness isyh¥ The wafer is then baked at 15 for

120 s. The wafer is aligned to the mask and th@osed in the EVG 620 mask aligner.
Exposure is for 13.8 seconds with a measured Uahgity of 4.65 mW/cfat 365 nm

and 13.48 mW/cfat 405 nm. Following exposure, development isqreréd in

Microposit MF-319 for 70 s.
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Figure A.1. Image from CAD file used to make thetatithography mask (left). On the
actual mask, the enclosed areas are transpareihmo@renclosed areas are opaque. The
arrows indicate the direction for the angled Al dgipfon, as the antenna geometries were
designed to correct for the effect of shadowinghyresist. The wafer flat should be
aligned with the flat on the bottom of the mask. @& right is a close-up showing four
chips. Each 5 x 5 mm chip has either 2 or 4 deyidegending on the antenna geometry.
The four chips seen here have bowtie, log spiral,tavo sizes of double-dipole antennas.
Marks for dicing each chip as well as aligning tlezice with a lens are visible.
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The developed wafer is placed in the Kurt J. Leskea-high vacuum sputter
deposition system, which has a base pressure df06 Xorr. In the 2” wafer holder, the
wafer is placed face-down with the flat of the wdtecing the back prong (the prong that
faces away from you when you load the wafer holaker the load-lock), and then the
wafer is rotated 78clockwise relative to the wafer holder. After ligithe sample into
the main chamber and pumping down the main chafobeeveral hours, we pre-sputter
the Nb target at 350 W with an argon pressure®filorr for 2 min. Next the wafer is
cleaned with a neutralized argon ion beam withraeo density of 24@A/cm? for 15 s.
This is followed by dc magnetron sputtering of b ® s (again at 350 W with an argon
pressure of 1.3 mTorr) with the wafer directly abdlie Nb target. The deposition rate is
approximately 1.25 nm/s. This is followed by thatravaporation of 200 nm of
aluminum (Al) at a rate of approximately 1 nm/s anén angle of £0rom the substrate
normal. To achieve this angle, the J-arm is pas#ibat 15.8for depositing from Al
source 4. Because of the angle, we deposit ustittistal monitor reads 250 nm, which
should yield approximately 200 nm of Al on the wafEhe technique for determining the
J-arm angle is detailed in (Reese 2006). This andgposition covers the antenna and
lead structure but does not cover the narrow mraiigk, and produces the shadowing
effect that is seen in figure A.2. The Al sourcénisi recessed well, and the side of this
well blocks the Al from part of the wafer. This udts in the two right-most columns of
the wafer having no Al deposited. Even without éhego columns, each 2” wafer can
yield over 100 functional devices.

Liftoff is done in hot acetone at 66 for several hours, followed by ~1 min. of

sonication in the same acetone. A protective lajeesist is spun on the wafer, and it is
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diced using a MicroAutomation 1006 dicing saw iB®5 x 5 mm chips. In figure A.3

we show an atomic force microscope image of a cetagldevice. Flagging is seen on
the sides of the bridge, which results from the afsz liftoff process with a resist
monolayer. A monolayer (i.e. no undercut) is esaétd avoid spreading of the sputtered

Nb. If a more uniform bridge profile is desired,eorould switch to an etching process.

Figure A.2. Optical image of device with log spieaitenna showing the shadowing
effect from the angled Al deposition. Lighter giayAl and darker gray is Nb.

Figure A.3. Atomic force microscope image showirtgrNicrobridge and Al contacts.
Flagging can be seen as the row of raised bumgstioer side of the Nb microbridge.
Image courtesy of J. Chudow.
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A.2 Niobium characterizations

Devices without Al and with different thicknessdd\b were fabricated to determine the
microbridge geometry that would provide the desitedmal state resistance ahg

These samples were deposited using similar spugteonditions to those described in
the previous section, and these depositions weferpeed by Matthew Reese and Dr.
Luigi Frunzio. The thickness was measured with as@nt Q-Scope 250 scanning probe
microscope. Each microbridge was measured in Sepla@es and the different thickness
values were averaged. The estimated uncertairtheinesulting thickness determination
is £ 2 nm. In figure A.4 we plot the measufkdand sheet resistance abdves a

function of the thickness.

The thickness-dependencel@fin 2D disordered wires has been treated
theoretically by Oreg and Finkel'stein (1999). THewyl thatT. is suppressed as the
thickness is decreased (disorder is increasedubeaa an increase in the effectiveness
of Coulomb interactions. They derive an expresfiorthe dependence @t on the sheet

resistancdRy,

T) 1 1, V*Hy Vz

In T—° ———\/Eln " (A.1)
c0 y y— ’/2

whereTy is the bulk critical temperature, 9.3 K for Nis (ezlnh)qu; andyis a fitting
parameter related to the scattering time. We fiérapirical function to the measurBg,

as a function of thickness, and then use thisiogiglip to fit equation (A.1) to the

measured. as a function of thickness withas an adjustable parameter. We see that the

data are well described by equation (A.1) with 0.055.
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Figure A.4. (a) Sheet resistariRg measured aboVE: as a function of thickness for Nb
microbridges. Dashed line is an empirical Rl = 480142, whered is the thickness in
nm. (b) Measured; as a function of film thickness. Dashed line f& o equation (A.1).

We found that the residual resistance ratio, oRR®as a useful means of
characterizing our devices and was a good predadttirickness and hendg. The RRR
is defined here as the ratio of the resistancesoah temperature and just abole In
figure A.5 we plot the measured RRR as a functioiira thickness, along with a linear
fit.

We have also measured the perpendicular critiell H., for a 12 nm thick Nb
microbridge device (with Al contacts). The resistias a function of applied field is

shown in figure A.6. This was measured at a batiperature of 0.24 mK, using the

124



B B85

5 ] 0

@ 1 Koy

- o

g 204 Q-

R 1 -

2 Q-

C[: ] '4

g 1.5 ’,-cf

[} 1 -

® W

0: | ’1

104 -

I\III\lll|||ll||\\||!\l||\\I|!
0 5 10 15 20 25 30

Thickness (nm)

Figure A.5. Residual resistance ratio as a funatifoiim thickness. Dashed line is a
linear fit with a slope of 0.05.

cryogenic system described in chapter 3 with asbierconducting solenoid magnet.
The critical field can be used to determine theesapnducting coherence lengfT)
from (Tinkham 1996)

(0]
H,=——, A.2

where @ is the fluxoid quanturhc/2e. At a bath temperature of 0.24 K, we are in the
regime wherd << T, and hencé{(T) ~ 0). Defining the midpoint of the resistive

transition as approximately 2.7 T, we fig(0) ~ 11 nm.
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Figure A.6. Measured resistance as a function pliegh perpendicular magnetic field at
a bath temperature of 0.24 K. Resistance is medisuite a 1A bias current.
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The coherence length is relevant to our deviceaume thick non-
superconducting contacts in good contact with thdilh will drive normal the Nb in
the microbridge a distance &3) at each end due to the proximity effect (Siddiep2).
&) scales a&/(1-T/T;) nearT. (Tinkham 1996). Immediately adjacent to the catstac
we assume the microbridge temperature is clodectbath temperatuigagm. For
operation aflpan/Tc = 0.9, we estimaté0.9)= 100 nm. Although not negligible, this is
still a relatively small length compared to theatahicrobridge length, which is either 5
Mm or 2.5um.

This effect only occurs if the contacts are nopesaonducting. FOFpah < T,
whereT, refers to the microbridge critical temperature, Mieunderneath the Al in the
contact region may be superconducting or may hesdrinto the non-superconducting
state via the proximity effect. The state of theiNlithe contacts can be determined from
a dc current-voltage (I-V) curve. The Nb in the t@mts is much wider than the
microbridge, and hence will have a much smallerenirdensity for the same dc current.
Below T, when the microbridge is driven into the normaletoy an applied current, the
slope of the I-V curve is then equal to the inverkthe resistance. If the Nb in the
contacts is superconducting, this creates a nomegdl-superconductor (NS) junction
where the microbridge meets the contact, whichamagdditional, or excess, current due
to Andreev reflection at the junction (Andreev 196thkham 1996). If the contacts are
superconducting, a linear fit to the non-supercatidg branch of the I-V curve will have
a non-zero intercept on the current axis due ®dRcess current, as seen in figure A.7.

The superconducting energy gapand hence thé&;, of the Nb in the contacts can

be determined from the value of this excess cuf@luwing Klapwijk, Blonder and
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Figure A.7. Close-up of I-V curve of Nb microboloteedevice measured & = 4.2
K showing an excess currdgt. = 7.04A. This indicates that the Nb in the contact
region is superconducting.

Tinkham (1982), who relate the excess curretdt tor an NS junction with perfect

interface transparency,

o= L) A “9

whereR, is the resistance abovg fy is the Fermi distribution of the normal mefalis

the bias energy relative to the pair potential, A(t) is given by

MBS gn ] S8 (A4)
18-(e7-0%)" | /1B (e7-07)% | JE>a
TheT. determined from the data in figure A.7 is 5.1 Kiieh is close to the lower end of
the microbridge transition. In this way, a dc I-Mrees provide a simple diagnostic of the
state of the contact pads. This is especially Udefcause it can be difficult in a two-wire
resistance measurement to determine if the resista@owT. has a contribution from

the Al-Nb bilayer.
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Appendix B:

Fabrication of THz Alignment Chips

Proper alignment of an antenna-coupled device at the focal point of a silicon (Si) lens is
essential for achieving efficient THz coupling, as discussed in section 2.4. To facilitate
this alignment, we have fabricated double-side patterned Si alignment chips. These chips
are patterned on both sides with markings that are aligned to each other. A 6 mm
diameter hyperhemispherical lens is aligned and affixed on one side, and the device
substrate is aligned and affixed on the opposite side. We describe here the fabrication of
these chips. This fabrication was performed with Dr. Luigi Frunzio.

The pattern pictured in figure B.1 was designed to fabricate twelve alignment
pieces, 12 mm x 12 mm each, on a 2” diameter, high-resistivity, double-side-polished Si
wafer. The pattern was designed in AutoCAD and printed on a transparency film at a
resolution of 20,000 dpi by CAD/Art Services. The nominal local accuracy of the printed
pattern is 2 um and the nominal global accuracy is 12.5 um. The cost of a transparency is
~10% the cost of a photolithography mask. Each half of the pattern was cut out of the

transparency film and taped onto a 3 mm thick clear glass plate.
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Figure B.1. Image of transparency mask used to fabricate double-sided alignment pieces.

The wafer was cleaned and then spun with AZ5214E photoresist at 4,000 rpm for
60 sec, followed by baking at 90 °C for 60 sec. Next the transparency mask and wafer
were loaded into the EVG 620 mask aligner. The exposure used the recipe
“LF8Z5214E_backalignment” in hard contact mode with a 2 sec UV exposure. The
measured UV power output was 14.55 mW/cm? at 365 nm and 37.2 mW/cm? at 405 nm;
the exposure time should be adjusted linearly for different power levels. Following
exposure, the wafer was baked at 115 °C for 3 min, followed by a 60 second UV flood
exposure in the Suss mask aligner. We used a small piece of tape to ensure that the wafer
did not move on the stage of the Suss during the exposure (the chuck applies air pressure
that causes an unsecured wafer to move). The wafer was then developed for 37 sina 1:1
mixture of Microposit developer and DI water. We deposited 100 nm of Al in the Plassys
MEBS550S electron-beam evaporation system. Finally, we lifted-off in hot acetone (65

9C) for several hours followed by several minutes of sonication in the same acetone.
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The same process is repeated for patterning the reverse side, using the other half
of the transparency mask, with the following modifications. We used the recipe
“LF8Z5214E_backalignment_bottom,” being sure to select “bottom exposure” and
“crosshair” from the list of options on the recipe. The mask was loaded using the 4”
chuck (with two holes for viewing the back of the wafer) and the 5 mask frame. In
“bottom exposure” mode, the imaging is all done from the bottom side microscope. After
adjusting the mask but before loading the wafer, a crosshair appears on each side of the
screen. Align each crosshair with the outermost point of an alignment pattern on the
mask. Then load the wafer (on the 4” chuck; do not worry that the wafer is smaller than
what the chuck is designed for), at which point you will adjust the wafer until the
crosshairs line up with the outermost points of the appropriate alignment patterns on the
back of the wafer. Now the mask on the front of the wafer is aligned with the pattern on
the back of the wafer, and you can proceed with exposure, development, and deposition
as before. When the fabrication is completed, the wafer can be diced into twelve

individual pieces.
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Appendix C:

Dissipative Cryogenic Low-Pass Filters

C.1 Introduction
The magnetically lossy transmission line as a low-pass filter has been known for many
years (Schiffres 1964, Denny 1968). This type of filter is often used to achieve very
broad high frequency attenuation combined with negligible dc resistance, e.g. for filtering
the leads of power supplies. We have developed a magnetically lossy transmission line
filter that is designed to have a passband that extends up to ~GHz combined with an
extremely broad stopband over which incident signals are absorbed rather than reflected.
Our interest in developing this type of filter came from our work on microwave
heterodyne mixing in superconducting microbolometers. The experimental apparatus
used for these measurements can be seen in figure 2.3. The input impedance of the first
stage amplifier is, in general, not 50 Q at the LO and RF frequencies, which are often
outside the amplifier’s bandwidth. This impedance mismatch results in standing wave
interference at the LO and RF frequencies. Because this interference depends on the

device impedance, it is difficult to capture in a calibration. As an illustration, we show in
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figure C.1 the measured attenuation from the coupled port to the input port of a

-20 dB directional coupler with the transmitted port both properly and improperly
terminated. Ensuring a proper termination at the transmitted port proved to be important
for accurate bandwidth measurements, such as the data in figure 2.6. While a matched
impedance could also be achieved by using an attenuator at the amplifier input, this
decreases the signal-to-noise at the intermediate frequency output. The dissipative low-
pass filters described in this appendix enable us to ensure a matched impedance at the
transmitted port without compromising signal-to-noise. These filters have previously

been described in Santavicca and Prober (2008).

-18

— g%gnhm transmitted

-19 n port
i% coupled
c port ==
]
ks
=
=4
2

isolated

= port 50Q

_24-(IJ e |5 e .1‘0. 1 .1,5. — .2,0 input port

Frequency (GHz)

Figure C.1. Left: Measured attenuation from the coupled port to the input port of a 1-18
GHz -20 dB Mac Technology directional coupler with a 50 ©2 and an open termination on

the transmitted port. Right: Schematic of a directional coupler.

This type of filter is generally useful for microwave frequency measurements of
non-linear quantum devices. Such devices are extremely sensitive to high frequency noise
and hence require careful cryogenic filtering (Vion 1995). The termination impedance

seen by the device can also have a significant effect on its performance. Termination by
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an incorrect impedance may have a detrimental effect that is difficult to model or predict.
An ideal filter will not only attenuate strongly out to very high frequency, it will also
maintain a matched input impedance.

When measuring highly sensitive cryogenic devices, it is often important to
attenuate room temperature thermal (blackbody) noise. For coupling via a 1D
transmission line such as a coaxial cable, the noise power P per unit bandwidth B is given
by the 1D Planck spectrum,

hf

= C.1l
QM /keT ¢ (C.1)

P

B
At T =300 K, this extends in frequency up to ~10 THz. Cable losses effectively attenuate
the highest frequencies, but a filter with a stopband extending to >100 GHz is desirable.
It is difficult to achieve effective filtering at frequencies >> 10 GHz with lumped element
components due to their parasitic reactance. To filter up to ~100 GHz, an alternative
approach is required.

A much broader stopband can be achieved by using spatially distributed circuit
elements instead of lumped-element components. Several types of non-impedance-
matched distributed filters have been reported, primarily for filtering the biasing lines of
single-electron and quantum computing circuits. The most widely used is the metal
powder filter, which consists of a long wire embedded in a mixture of metal powder and
epoxy (Martinis 1987, Fukushima 1997, Bladh 2003, Lukashenko 2008). This low-pass
filter utilizes the capacitance between the wire and the powder as well as eddy-current
dissipation in the powder and has a typical 3 dB bandwidth ~MHz. (The 3 dB bandwidth

is the frequency at which the attenuation is 3 dB, or approximately % in linear units.)
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Microfabricated versions of such non-impedance-matched distributed filters have also
been reported (Vion 1995, le Sueur 2006).

To achieve impedance matching, a distributed filter must be constructed in a
transmission line geometry with frequency-dependent dissipation in the conductor or the
dielectric. Previous work described a filter based on the resistive coaxial cable
Thermocoax (Zorin 1995) and a metal powder filter in a coaxial geometry (Milliken
2007). We describe a filter that uses a magnetically-loaded dielectric in a stripline
geometry. This filter exploits a combination of magnetic and dielectric dissipation to
achieve significantly greater attenuation per unit length in the stopband than previous
impedance-matched filters. The stripline filter also demonstrates a return loss greater than
10 dB (less than 10% reflected power) out to 40 GHz. The performance of these three

types of impedance-matched low-pass filters is compared in table C.1.

Filter DC resistance Attenuation per  Return loss at 10
per unit length  unit length at 10 GHz (dB)
(©Q/m) GHz (dB/m)
Thermocoax cable
(Zorin 1995) ~50 ~175 ~6
Coaxial metal
powder filter <1 ~590 >10

(Milliken 2007)
Stripline filter
(this work) <1 >3000 >10

Table C.1. Comparison of lossy transmission line filters.

C.2 Filter Design
A stripline geometry was chosen because it is easier to construct than a coaxial geometry

and, unlike a microstrip, the field lines are entirely inside the dielectric, maximizing the
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dissipation. The stripline supports a TEM mode at low frequency, with higher order
modes appearing when the enclosure begins to act as a waveguide.
To determine the attenuation constant, we consider a TEM mode in a transmission

line with a complex permittivity and permeability. The permittivity can be expressed as
e=&'- je"=|¢|e’ , where tans, =¢"/¢" is the dielectric loss tangent. Similarly, the
permeability can be expressed as u=u'- jy":|y|ej5*' , where tan g, =u"[u' isthe
magnetic loss tangent. The complex propagation constant is y = ja)@:a + jf , where
o is the angular frequency, a is the attenuation constant, and {3 is the phase constant. For
propagation in the x direction, the electric field magnitude is E(x) = E(0)e™”*. We can

express the attenuation constant « = Re[y], which can be written using the above

relations as

o = (L48x10°)f [HE {1{‘9—}2}{1{”—”—1{5—)(”—) (C.2)
Ho&o € H & J\H

in units of Np/m, where f is the frequency and p and ¢, are the free space permeability

and permittivity, respectively. The transmitted power is thus P(x) = P(0)e>**. The

attenuation due to the dielectric material depends on the length but is otherwise
independent of the transmission line geometry and is only a function of the dielectric
material properties. Magnetically-loaded dielectrics provide very high attenuation
because they typically have a magnetic loss tangent that increases with frequency up to
~GHz combined with a large permittivity (Park 2000).

The magnetically-loaded dielectrics used in our filters are from the Eccosorb line

of microwave absorbing materials from Emerson & Cuming Microwave Products. They
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come in carbon- and magnetically-loaded varieties in different thicknesses and with
several dielectric embedding materials. We used the FGM-40, GDS, and MCS materials,
which are magnetically-loaded silicone sheets, as well as the CR-124 material, which is a
magnetically-loaded epoxy. The magnetic loading material is carbonyl iron or ferrite
powder, or a combination of the two.

A rectangular enclosure, machined in a block of copper, defines the outer
dimensions of the stripline. The enclosure is filled with the Eccosorb material. Two SMA
receptacles with an extended dielectric and pin contact (Applied Engineering Products
part #9308-1113-001) are mounted on each end of the copper block such that the pins
extend into the center of the enclosure. Connecting the pins is a strip cut from a sheet of
0.15 mm thick Cu foil. The ends of the strip are soldered to each pin contact. The silicone
material has the advantage of allowing the strip to be modified after construction of the
filter, as the strip is simply sandwiched between two layers of material. An image of two

completed filters made with the silicone Eccosorb material is presented in figure C.2.

Figure C.2. Photograph of two completed filters, one open and one closed. Inset: sketch
of the stripline geometry, shown in a cross-sectional cut viewed from the end.
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The dimensions of each stripline filter, as illustrated in figure C.2, are
summarized in table C.2. The center conductor width S was chosen by testing strips of
different widths and selecting the one that gave the greatest average return loss in the
measurement range 50 MHz — 40 GHz after a calibration at the coaxial connector
reference plane. Introducing a slight taper on each end of the center conductor further
improved the reflection coefficient. We used a linear taper for simplicity and found that
the greatest return loss was obtained with a taper that transitions from the width of the pin
to the width of the center conductor in a length of 2-3 mm. The stripline geometry
assumes that the side walls do not significantly alter the field lines. This condition is valid
if the width of the stripline enclosure W is much greater than the width of the center
conductor S. In our design, the enclosure width is always more than ten times the width

of the center conductor.

Dielectric S H w L
Material (mm) (mm) (mm) (mm)
CR-124 1.4 4.6 18 32
FGM-40 11 2.0 13 32

GDS 0.8 15 13 32
MCS 1.1 2.0 13 32

Table C.2. Filter dimensions.

C.3 Filter characterization
The attenuation and return loss of the stripline filters made from the four different
Eccosorb materials were measured at room temperature, 77 K, and 4.2 K using an HP

8722D 50 MHz — 40 GHz network analyzer. The attenuation is defined as -10 log
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(Ptrans/Pinc), where Pyans 1S the power measured at the output of the filter and Pjy is the
power incident on the input of the filter. The return loss is defined as -10 l0g (Pref/Pinc),
where Py is the power that is reflected off the filter input. For testing at 77 K and 4.2 K,
the filter was immersed in liquid nitrogen and liquid helium, respectively. The filter
performance was unchanged after multiple thermal cycles. The attenuation of each filter
is presented in figure C.3. The 3 dB bandwidth (f3¢g) increases as the temperature is
lowered for all four filters. This is likely due to a decrease in the permittivity with

decreasing temperature.
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Figure C.3. Measured attenuation of the CR-124, FGM-40, GDS, and MCS stripline
filters at room temperature (solid line) and 4.2 K (dashed line). The instrument noise
floor is indicated in grey. (The noise floor is higher at 4.2 K because of the loss of the
extra cables used to measure at low temperature.)

The signal can no longer be seen above the instrument noise floor above 4-10
GHz. Separate measurements were carried out using an Agilent E8254A signal generator

and an HP8593E spectrum analyzer. Using a 1 kHz resolution bandwidth, the noise floor

of the spectrum analyzer at 10 GHz was approximately -100 dBm. Using a source power
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of 0 dBm, we could determine the frequency above which the filter displays greater than

100 dB of attenuation (fi0o4s). These results, along with fs4s, are summarized in table C.3.

Dielectric faaB faaB faaB f100d8
Material (GHz), (GHz), (GHz), (GH2z),
42 K 77K 295 K 295 K
CR-124 0.56 0.54 0.46 49
FGM-40 0.58 0.54 0.45 7.2
GDS 0.83 0.79 0.75 12.1
MCS 0.72 0.41 0.34 5.9

Table C.3. Summary of filter bandwidths at different temperatures.

Modifying the length of the stripline will modify the attenuation, enabling the
bandwidth to be optimized for a particular application. In Figure C.4, we use the
measured attenuation for a length of 32 mm to extrapolate the 3 dB bandwidth as a
function of stripline length at both room temperature and 4.2 K. Given the inherent
tradeoff between bandwidth and stopband attenuation, we note that filters with
bandwidths >> 1 GHz may no longer have sufficient high frequency attenuation for some
applications.

The return loss is approximately the same for all four filters and is highly
sensitive to the coaxial-to-stripline transition. The return loss of the GDS stripline filter is
plotted in figure C.5. At room temperature, the return loss is greater than 15 dB at all
frequencies. The return loss is slightly lower at low temperature, which is likely related to
a temperature-dependent permittivity, but remains greater than 10 dB at all temperatures
measured. (The width of the center conductor was chosen based on room temperature
measurements.) An improved coaxial-to-stripline transition or a filter made in a coaxial

geometry could likely achieve a somewhat greater return loss. However, the average
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Figure C.4. Extrapolated 3 dB bandwidth for filters of different stripline lengths at both
room temperature (top) and 4.2 K (bottom).
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Figure C.5. Return loss of the GDS stripline filter at room temperature and 4.2 K. For
reference, a return loss of 10 dB (10% reflected power) is indicated by the grey dashed
line.
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return loss over this frequency range is limited by the fact that the magnetic permeability,
and hence the impedance, changes with frequency.

A sufficiently large external field will saturate the internal magnetization,
decreasing the permeability and hence the attenuation. At room temperature, f34g Of the
MCS stripline filter increased from 0.34 to 0.65 GHz with an external field of
approximately 0.1 T applied perpendicular to both the direction of signal propagation and
the flat side of the center conductor. The field was applied with a permanent magnet, and
the field strength was measured with a gaussmeter. The filter bandwidth returned to its
original zero-field value upon removal of the external field.

An important issue for these filters is thermalization. As the filter is strongly
absorbing in its stopband, it will also be an efficient emitter of thermal noise, with a noise
power given by equation (C.1). In the Rayleigh-Jeans limit, this simplifies to the Johnson
noise result, with a noise power per unit bandwidth of kgT, where T is the physical
temperature of the filter dielectric material. For measurements of ultra-sensitive devices,
having the filter at low temperature is important for minimizing the noise power seen by
the device. Recent work by Slichter et al. (2009) measured similar filters made from
silicone-based Eccosorb material down to 50 mK and found that the silicone material did

efficiently thermalize with its environment.

C.4 Conclusion
We have constructed and characterized magnetically lossy low-pass stripline filters for
cryogenic measurements of sensitive devices. These filters simultaneously achieve a

broad, high-attenuation stopband and high return loss measured out to 40 GHz. The 3 dB
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bandwidth is between 0.3 and 0.8 GHz and can be adjusted beyond this range by
changing the filter length. We also note that a significantly sharper roll-off can be
achieved with only a modest change in the return loss by following the stripline filter

with a conventional reactive filter of an appropriate bandwidth.
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